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;_ PREFACE

u ,

.,._,L For the twentieth consecutive vear, a NASA/ASEE Summer Faculty
''_; Fellowship Pronram was conducted at the Marshall Soace Flight Center
_' (MSFC).The programwas conductedby theUniversityof Alabama(, _),

:,' and MSFC during the period May-2g, 1984, thx'ouqhAugust 3, 1984.
,., The programwas operatedundertheauspicesof the AmericanSociety

: "" for EngineeringEducation(ASEE) The programat MSFC,_s-wellas
.:. thoseat otherNASACenters,was sponsoredand"fundedby theOffice
::. of UniversityAffairs,NASAHeadQuarters,Washington,D. C. The
,/,; basic objectives ol_ the programs, wh.ichare in the twenty-first year
_; of operation nationally, are:

. ,,:. a. To further the professional knowledge of qualified engineering
= ::_- and science faculty members;

.,:" b To stimulate an exchanae of ideas between participants and

_ ._ and NASA;

: :._;: c. To enrich and refresh the research and teaching activities of
= _-:,.. participants' institutions; and,

_a'

•-_°_ d. To contribute to the research ob.iectivesof the NASA Centers.

The Faculty Fe_,lowsspent ten weeks at MSFC engaged in a research
: _:P' project compatible with their interests and backclroundand worked in

_._ collaboration with a NASA/MSFCcolleague. This document is a com--_-; pilation of Fellows' reports on their research during the summer of

.i:_ 1984. The University of Alabama Report Ne. BER-332-g4 presents the
"_,_ Co-Directors' report on the administrative operations of the program.
'" Further information can be obtained by contactinctany of the editors.
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__ ABSTfiACm

<',. _his -eport summa-izes the results of a study whoso prt,a_a-_' pu-l_o:,,.
was to assess the usefulness of a data base management syntem 'DB'4Z) t',','

_, modelling historical _est data for the complete se'eie:_ of s_tic _-._;,
_'" firings for the Space Shuttle Main Engine (SS,_E). _om an analy._ts of u,'_e"

I_ data base query requirements, it became clear that a relati,_n'__,_BMS which

included a relationally complete query language would pev,_it a ,_.odel

satisfying the query requirements. F_rthermore, it was dete_mine'_ th_*
- :_ignkficant percentages of the user query set could be satisfied by network

or hierarchical models with somewhat weaker query language._. Repv,_sentatkve
models and sample queries are discussed in this report.

" A list of environment-particular evaluation criteria for the desired

I)BMS was const.ucted; these criteria include requirements in the areas of

user-inter/see complexity, program independence, flexibility, modifiabil_ty,

_ and output capability. Relative to these criteria, several DBMS's currently

_f a%ailable at Marshall Space Flight Center were evaluated, and the results of
t'. these evalu_tlons ave given in this report. The evaluation process included

?i. khe construction of seve?al prototype data bases for user assessement. The
/. systems studied, representing the th,'_.emajor DBMS conceptual models, were:

., MIRADS, a hierarchical system; DMS-1100, a CODASYL-based network system; ;
ORACLE, a ._lational system; and DATATRIEVE, a relational-type system.

i_i MIRADS and DA_'ATRIEVE prototypes allowed users to make some meaningful
,*' evaluations concerning user-interface complexitY, and to make

_" _ecommendations concerning the particular data chose.n for data base

:!, inclusion.

_5 Some conclusions ave drawn that suppo-t the feasibility of implementing

_ '_ full-scale historical _est data DBMS model. Recommendations are offered
_ (.oncerning general requirements and const.aints to be placed on such a DBMS.

F_nally, the capabilities and usefulness of the particular systems studied

_[. are summarized and compared, and specific recommendations arc made
II_ concerning the desirability Of these systems fo_ the SSME historical teat
':, data DBMS.

,,. Note: MIRADS is a Marshall :_pace Flight Center developed DBMS.
,. ! DMS-1100 i.s a Pegkstev,_,! l,"_,teltiavk or Spe_.y fiend Corpo-ation.

[" , OfiA_.I,Eis a -eaisto-ed trademark Of Helational Software Inco-porated.
DATAT_]EVE is a veg_tered trademark of Digital Equipment Co_'porat_on.

k

, I.-1 tl
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i . tnt.v_ue ti_n

='_? _hiu -opo,t _umma-tz_s the -osultn of a ._tudy wh,),_o p,_ma-y
'_- Purpose wa_ to aBse_o the u_fulno_s of a data baoo managoment system

(DBMS) f_,rmodellin£ htsto.ieal t_st data for the complet_ _e_ie_ of

. _tatLc toot fi_ings for the Spac_ Shuttl_ Main Engine_ (FL_ME). Thi_

::.. ,m_essmeut requi_ed snswo-s to two majo- queationo. F:ivnt, could ,
• DBMS nuppo-t, in a hi_,h level late.active mode, the kinds of quevion

...." which must be made sgainst the hlsto_/cal test data base? Assuming an

_ _fCk.mative :_nswe. to this questio'n, which of the sevo.al distinnt

°' conceptual modelu of DBM:_'n available would be be.;.'nuited fo_ th_

.oqui.ed ,iat_l base/query system?

In o-de. to answP., the fir_t o_ those questions, a study was made

of va-ious user -equirements, and a list of sample .|ue-ies wan

,-onst-ucted. Usinq the collected query set, several alte-nate model_
of the histo-%cal data base we-e considered. From this analysis, it

became clea- that a -elational DaMS which included a -elationally

IL complete query language would certainly permit a model satisfying the
- query ,equi-ements. Fu-thermore, it was determined theft significant

pa-ts of, and in some cases all, the quewy set could be satisfied by

_,,:_ netwo-k or hie-a,chical models with weake- que-y languages.

"'_'_ Rep,.esentative models and sample que_'ies a-e discussed in sections 3-6.

t_ _he second question mentioned above is by its natu-e a subjective

_! one. 'Pc p,'ovide an objective framework for attempting an answer, a.._.:' list of evaluatiOnsystemC_iteriacompatibility.fo_the desiredEvaluation,OBMSwas drawn up. These

_. criteria include requirements concerning user-inter, face complexity,
" ,%_ prog-am independence, flexibility, modifiability, output capability,

_4_. "_n,]cub'vent relative t_ these
e-ire-is, was then unde-taken fo- several systems currently av'_ilable

at MSFC. Results of the evaluation of four systems, rep-esenting the

major data base conceptual models, awe pvesented in this report. In

section 3, MIRADS, a hierarchical system, is evaluated; in section 4,

DMS-_IO0, a CODASYL-based network system, is evaluated; ORACLS, a

relational system, is examined in section 5; finally, DATATRIEVE, a

relational-like systum is investigated in section 6. A comparative

analysis of these fo,_, systems is then done in section 7. Summary
conclusions and _ecommendations a_e included in a final _ection.

-_/. Tt was decided that a prototype hi,,_torical test d._a DaMs model

o_? would be useful fo_ seve-al reasons: to provide use,.s an oppo-tunity to

_._i experiment with a DaMS mode?,,and thus pa-ticipate move meaningfully in
_ _::!_:_. the PLUMS _hoip.e p_ocess; _;o p-ovide first hand evaluation of theparticular _ystem chosen; and to minimize any potential use- resistance

tl • $1
_.°°J"+ to the eventual productlon system. Such a prototype was constructed

°%'" using DATA'PHI_VE, and supporting user documentation was w-itten and

:,iL:_ dist-ihut_d, to users, so that an evaluation of the system could be._ made. _he details of this implementation and a system User's Guide can

....:" be obtained _-om the "ultho- o- his NASA counterpa-t.
• _ ['.%

% .,.

_,_
9•o_.
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,,_ _ho prima_y ob_eottvo of th_s _tudy i_ to d-aw homo _onclusion;,

=. ,,;,:.: coneo-ni_:_, '.'he feasibility of implement$n_ r_ data bann management
=_ ,. nyatcm (DBRS) fo_ the management of BaRE htsto.io.l teat data. In

sdditi..n, an analynis in planned to identify the e,one_al _qui_emen#,n

'_":-" _nd con_t_sints that _hould be placed on _uch ,.,system, sn woll a_ to
.:-', examine the capabilities and usefulness of _evo_al pa_ticula_ _,_S'_.

_j,. Spe_.ific _ecommendationa a_e planned conce_n:Ln_ the desi-ability of
thes,_ systems fo_ the implementation of a SSM_ histo-ical test data

'_ DB$S. A p_ototype data base is envisioned using; one of the ps-t£_ula_
. system,s studied in ovde_ to p_ovide fo_ user _valuation. However, the

major emphasis is to be placed on the mo_e gene_l, p_oduct-independent,:*

,,. _ecom_endations for several reasons. _i_st, these recommendations
,,",i', should be valid guidelines not only fn_ the p_esent DB_S choice, but
.v. also fo_ later DB_S update/change decisions_ sec,_nd,the_e is an active
-_. MSFC ,equest-fo_-prop_sal fo_ a .a_o- new addition in compute_

""_.- hardware, and it seems _easonable that no fina_ decision be made on a

o_ pa_ticul_ DBMS until the identity and DBMS support capabilities of the
_'- new hs_dwa_e is known.
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'.... ,pp,'opri,_to system fo_" handiJ.ny, the d_ta ntn_n_,_, and _ot-i_wnl which in

i _!:" " eho_rletorii_tie of th,.' applimltionn U_ini_,the hinto_i,':aJ.,,_MI. tool; data,
....; At £[rl]t 8,1once, the annwe_ appears to be affiPmati¢o b_:_l]_,don two

i .,o w ",[

i" ',,..' _h,' Pir__t obnn-vnti,_n in that th_:_ ,_l_o.,a_,e/up,lntr., r.,lui.omont._
='. ;, plaood on thr, hk,'_to-tcal. ;3:IME d_]f,a a,o w_l]. m_tct_o,] to the eapabEl.ities
.... ,,I ,'ltyl_b_._*lbliM:;. 7n pa-timt]_r, the:ro.mnt (}f tlu:data i_ '.m_lollab!y

° o: oot_aist,:n_ eve," u iolll:pc.lad of time, and the kind of up_at_n_,

_'":_, ..._ involved doocm't -equire any .est-uot'.l.in_;of data sto"a_,,_,but .alter

:.,_.-."i,'. is dominated by simple in_.ertions of new data. ,_econd, the .equired
_;,,:,_. ini',,)-mation-_,t-i_val is hi_hl.v variable nnd unpredictable. Esch te.._t

_"!;'i; fi-ing p_oduces _ unique set of questions, many of which )lave not been

:.o_.. p-eviou:_ly posed. A traditional data file scheme could be ,'-.',cess,:d fo"
..... this ir_fn-tn.tion, but almust alw,'_'ysat the cost of either modify.in_ o-

%..."" _-kting ne_ p,',_cedu_allanguage prog-ams. Not only _he (lir,.etco_t but
_o' the _ime involved in such p,-o_-am writing/updating i.':prohibktive. _he•2"

,,°'¢- fou-th gone-at)on query ian_,uages provided with most DBMS's _ou±_, ,,eem_'.__,_'T,
- o:_%,/, to be a -eady solution to the p_oblem of p_'ovid_ng quick _espons,_s to
"_.._4 d [verse, unp_'edietable qUe.leS°

._ ._; However, one imps-tent question .emains befo-e we e_,,, If% ,
_:_y theft s [)HMB is the p-efe_--ed tool fo_- handling Li ical SSME

_,._._ data starage/_'et-ieval. Would a DaMS and its q.., .a,,euage support
-,J?l):: the -ange oC queries to be made against the g'_, n data? In order to
:,-:',. :_rlzvle_this ,_,lesf,ion, "_list of queries, repre_.r,ting a wi66 .'an_e of

..%o_a,: c,mepptually ,iifferent ret,'ievals, was eonst-ucted and analyzed.

_:::_;" Befo,'e .'._okin_,at the:query list, we must discuss the contents of
"'__[ the dat._ ba.*_ _" _elf. _he data is collected and o,-_,aniT,ed by test
%:: r -• °9: numbe,-. Fo_ euoh test numbe- is _'ecorded sere :I_ categories of
#": inl'ormatLon: the engine number of the engine tested, the date of the

i_:i? test, the proF, vatnmed and actual durations of the te_,t, the total amount
' .[",. ,)f time the engine was operating at or above ceetain power levels,

-iF

'V_. C" :',,'"i:_lnumbs-r, arid unit numbers of va_'ious parts and subassemblies of
° ", the en_,ine, val,u_s an3 dese-lptions of co.'lain fixed (pro-set)

_°%'. p_-ataeto,r_, ,m,.l,:)bserv,'iti,mao£ some 300 o- so test pa_amete- values at

,,,. times spacp,i "_:-_lit+.le as .01 seconds apart. Each test could p,'oduce

'." s,.'ve-alhund_,:d thousand distine,t data observations, dependin_ upon its

d,i.'at[,9,_.,.,_vo.al hund.ed tests are done each year, and test reco"dt_

__" whioh _"e sere-el .Tea"s old a-e frequently consul, ted du,'in_;queries.0 ,.,

_,. '0he tarsi ,l,,tavolume t'a- the enti_e se.ies of BSME tests would he
i o"":" measu.'e,t in billions of b3tes, most of which would consist of

': .,,_' obse-v_tto,m of test par_nlete*','_at va.ious times.
! o°_:

[i".... Fortutm t(.c/, not all of the dattl celled.ted is needed Co- i;hp.oME

i:¢ j°_.[.., hksto-i,,oT ,l:tt,:, base. _ndo.ed, only a small percentage of the data
! _*o_.- desc;'ib,,ci:,l,;_v_,i:J n(:,;,l,:d,in pa.tieul:_r, the: vust amount of data

-.j2•

"° , ,_ ',:.._."...>. ..
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_: collected on each test paPameter can be -eplaced in the historical data

If! base by valuen which represent that data in highly corrdense_,

summarized form (maximum values, minimum values, averages, values at

particular tt'_, etc..). Also, the number of test parameters of long-
te,m inrere._; _s considerably smalls, than the total numbs, of test

, parameters. When these factors are c,_nsidered, the phynieal size of
the historical data base becomes much more manageable.

d. No_ that we have described the data' contents of the historical
" test dat_ base. we will construct a list of-queries that illustrates a

_'i_" .ange of conceptually different questions that could be asked about
.:! this data. We will then address the question as to whether this query_,_

list could be satisfied by a DBMS and a fourth generation query

_i language. In order to describe how the queries in the query set differ
' conceptually, we first put the data into several natural categories.

Then we can formulate the queries in terms of these categories to make
their distinctions clearer.

_:_: Category A will contain for each test number the information
related to that test which is "one of a kind" data, i.e. which is not

_ pa_ • of a "group" of like data for that test. Categories B.I,B.2,B,5,
and B.4 all contain natural groupings of like data for a given test.

_: The different B categories are not related directly to each other,
but are indirectly linked by belonging to the same test number in

category A. Figure 1.1 illustrates these categories and their data
contents.

Category A
Test nmnber

Engine numbe,
Date of test

Cut-off method

._: Programmed duration
Actual duration
Time < BPT,

Time >- RPL

i: T_me >_ FPL

Categorb B.1 Category E2 Category B.3 Category E4

Fixed parameter Part serial number Variable parameter Comments
id numbs _ Pa_'t description id number

Fixed parameter Part unit number Units of measure-
value ment

Maximum ralue

Minimum value

I!:
+

' " H.GI.)III+ I. t

Data Categories
:
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I_*"i We will. elnnsify u given query base,| upon two factors: in which

b,, eateF,ory the desired information is qua!_fied (determined), and f_om

_.i': which catego-y it is actually retrieved. Fo_ example, w_ will call a
_ retrieval a 'B.I to A' retrieval if the qualification is done in

ili ' ,::atego_y B,I and the info.mation is _etwieved fPom category A.G.aphically we would illustrate this query by placing an arrow f.,em I_I

_i to A of _he form _ • _he queries have been kept as simple as
_+ possible, and are not to be taken as examples of queries that actually

_,_. m1,_ht be requi-ed fo_ any particular application. More complex queriescan be built f.om these basic querle_ as we will see later.

_ Query I.I Find the te_t numbers and engine numbers for all tests
for which the actual duration is large_ than 300

ilili
second s,

:: A to A que-y : A_ (qualification�retrieval
on same record)

Query I.,'-:I,'o_all tests on engine #2208, report the maximum value

i of variable parameter #260.
V

A to B.--3query: AO'---'-) B.3

Que-y i.'_ Fo- all _ests u:3ing engine #2208, _epo_t the maximum

value of variable parameter 260, the value of fixed

pa-amete _ #I0, and HPO'rP serial number.

A to B.I,B. 2,B.3 query: A_, B.I

_, B'.__

.cue-i,::,I.,I-I.(-,':t-eall'B to A' que-ies. They differ in the way the
'_" .|ualifieation in B is accomplished.

_- Que-y I.4 Find test numbe"s and engine numbe,*s fo_ ,,:ll tests

where the maximum value of variable, parameter #260exceeds IzO.b.

_'_ B.+i t," A que-y: A _B. 3 (,-imple qualification14.

! Query I._. Vind on,,ine numbe,'s for nl! tests in which va-iable
pa-am(,te- //260 exceeds 120.6 or #270 exceeds 100.

[!!
i' lq5 to A que-y: A _ ----ca.3 (0" qualification
>' " -- _n B.5)

: Qu,,-y l.h Find _n,,:inenumbers t'o_' all tests in which parameter
#260 ,,xceed_ _20.6 and #270 exceeds iO0.

" B.3 to A query: A _-----_B.3 (and qualifie',tion
---- in _,3)

_'_

' i'i
_.,1 I-%

'.'_" " , _:_. _.+;:._.- -. .... _..:_

___,. .-o -+°' _'- _+'i_' :e........._.. _'...'7" - -',. o._ -
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_. Wuo,'i.-s 1.7 .nd 1._ _,.xhthit qualifications involving seve-al R
_,,,_. categories.-t_t once, connected by 'or' ,nd '_nd'
_/ Query 1.7 Find the engine number3 for all tests where variable

_ii," parameter #260 exceeds 120.6 and fixed-pa-amete-#10
_?-_ has value 'A603', --

•"":/ B. 1,B. 3 to A query: A yc---OB. 1
_,:.,, ,] A'IfD

B.3 _

_.'.?f

+i Query 1.8 rind engine numbers far all tests where variable

parameter #260 exceeds 120.6 or_ fixed parameter #10
'_'" has value 'A603"_

,_ i B.3

Oue_? I.9 Find the serial numbers of HPOTP for all tests in which

variable parameter #260 exceeds 120o6.

• B.3 to B.2 query.- A

_i (through A by test

number) /_
B.2 '_.3

_ Query 1.10 Find the maximum value of varia',le parameter #260 forall tests in which the maximum value of parameter #270
_ exceeds 108.6.

_ B.3 to B.5 query: A

/?. " (through A) /1

B.3 (lualification/retrieval
on different records)

;,_|;;/; "here are, of course, other queries that can be made against the
• above data, but queries 1.1-1.10 _ep_esent a wide conceptual range of

queries which includes the conceptual equivalents of all queries deemed
li_ely to occur in current applications of the S8_E historical data

base. _aking an easily derived, nat_aral rel_tiongl data base model

_:_: (very simila_ to the category structure above), it can be shown that a
":_ .elationally complete query language will satisfy all of the queries in

_" the above list. We ve,ify this by writing all the above queries in SQL

;. in section 5. In fact, we will illustrate the query set for each of the

_ models in our comparative study in sections 3-6.

_ u.i
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I
I_ ?• 1)lil_ lCvaluation Criteria.

.]_.n_.the previous section, iL_._ea.tmblished that a DBM_ could

p,ovide the functions needed in access Lng and effectively using a SSM_

.._,., histo-ical data base. As mentioned in the Introduction, there are
_r _'__)_ three essentially different da_a--baae.@onceptual models. _he question

i !I" as to which of the models might best meet the SSME historical data base_ % : need._ is difficult to an:_we- because of the many subjective decisions

";_ to be considered. In order to better attempt an answer to this

question, and also to make comparisons among various particular DBMS's

(even of the name conceptual type), we will develop a set of criteria

which are espec_a_xy tailored to the applications and environment

-elevant to the SSME historical data base. After some preliminary

observations, we list the criteria decided upon, broken into several
broad ca te_-_o-ies.

Fi-._t, we note that there are several query language capabilities

which are pa-ticularly important for the intended application• Since

much of the dat% involved is numerical, it would be very advantageous

to have both a computational capability and a graphical output
capability within the que-y language. Additionally, as we discussed in

section I, the nature of the queries change rapidly, and also th_

intent of ,,any of the queries is exploratory. Consequently, the

capability of storing que,ies as "p-ocedures" or "subroutines" that

could be called by passing parameters, and thus changing the query,

would be a very valuable feature. Since most of the procedural

l_inguage applications programs cu-rently in use with the SSME

hist:,rical data are written in FORTRAN, it is desirable that the DBM_

hav._ a -easonably comprehensive and easy to use FORTRAN interface

capability. However, the importance of a FORTRAN interface would be

znve-sely p_oportional t,} the strength and flexibility of the query

lan_,uage in such areas as procedure-definition and graphical output

,;a;,shi ]i ties. ina_ly, since system start-up and maintenance must be

accomplished by staff already obligated to ongoing _rojects, the

c_mplexities o.r system implementation/maintenance and use must be ""
miniaized.

Taking into account the above envi-onment-pa_ticula-factors as

well as Cacto-s applicable to most any environment, the criteria list

_:iven in _able 2.1 was constructed. The -cadet will notice the absence

of any pe-f_)rmance -elated or concu--ency criteria in _able 2.1 With

many DB!,I_;implement:_t[ons, s,vstem pe-fo,manee is an over-i,ling conce-n;

however, in the applications of the ._SME historical data base,
performance pa-ameters of the DaMS are -elatively unimportant. The

anticipated density of SSME data base queries is relatively small (less
than I,_0 p, - ,lay, maximum), and the likelihood of concurrent

updatinM/-,_ading is small. Cor_sequently, the performance and

concu--ency control capabilities of any commericially available DBMS

w}uld p-obably be more than adequate for this environment. However,

henchma-k info,mation should be sought fo_ confirmation of pe-formance
•_rIeq,nlc,ybar',re any final implementation decision.

J_'/

®
|. ._ _ _ o ° • _ ° . .- _ " - ....... -4
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V

°;? 14v.tuntion Criteria go," .'ISMM Ilistorica] IJ.ta DBR:-:

:.i:r,. A. Query Language.
". I, Is the query language inte-face user-friendly?

_/ 2. Does the query language have computational ca@ability?
_ it tt tt It tt •.... 3. Does data update ?

: '°o_',. 4. Does " '_ " " graphical output capability? ........

_'. 5. Can queries be nested?

_,:;: 6b Can query sets be saved as parameter-accepting procedures?

__ 7. What is the retrieval power of the language?

.,_'. B....Pro,-edu-al Language Interface.
:: 1. Is a FORTRAN interface available?

=. 2. How complex is the interface?
b 3.. Is _he embedded data manipulation language (DML)

-, ,_i non-navigational?

-*:-'" 4. Does the DML require complex currency indieato_ aWar_eness

by the user?

_:_:_i:- 5. Does the DML allow p_ogram independence of the physical
__' data base storage?

....._,- C. Implementation/Maintenance Complexity.

._i_' 1. is the data definition language (DDL) easy to use?

°o_. 2. How complex are content updating procedures?
_ 3. How " " data dictionary updating procedures?

_ 4. How " " file reorganization " ?
_°°_' 5- How " " index reorganization " ?

_ _, TABLE 2.1

L,

_- 3- MIRA_B _aluation.

_'. MIRADS (Marshall Information Retrieval 'rodDisplay System) is a

data management system developed at Marshali Space Flight Center,
o °_.

:=-_,,,_ implemented on the UNIVAC 1108. It uses a hierarchical data model; no

::. ,.. secondary hierarchies a_e allowed. In this section we evaluate MIRADS

:-: using the evaluation criteria of Table 2.1. This evaluation along with
':!" similar evaluations of DMS-1100, ORACLE_ and. DATATRIEVE will be

summarized in Table 7.1.

>:

_i. _ Language. '_'he MIRA_S quer$ language is relatively user-
:) f_iendly and it includes a reasonable computational capability. There

_ _: is also an update capability within the query language, and que-y sets

:. may be saved for later use. However, these saved query sets may not
": have parameters passed to them. Partial paramete--passing capability

,. may be achieved by saving a part of the total query set and then

(: insertin_ _he parameter-dependent part of the query set at execution

__r: time. Nested queries are no_ allowed, and there is no graphical output
•-.,..':_ option available. The query language is not relationa_ly complete. In

"..... fact, the retrieval capabilities of the language depend explicitly upon

_'_;,,. the pa-ticula- hierarchical data base ,tructure chosen; bu£, no matter

'_ .

% IW

!i' I-_

=:_ ..... -:- ._ .......... .. . ".........._ : ......._ ...... --_ ........... _.._.
t':.., . t< " . <.....o_,it,. /7 .' / ,_ :.,. , o:--';.-"3_7",>,'7::. : • 2o . o o .. '- ., :_ ........... **,,_,i..,. ' < .,, - .... .. o . 7"- : ' o " :_7 o,7
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F°7 how thin structure is chose,i, the-e are some of the qua-lea in query

set 1.1-1.10 th,t can not be satisfied. We _llustrate at the nnd of
them--saction.

_:i Procedural Language Interface. The MIRADS procedural language

_-:_ interfac_ capability is quite primitive. There are tw,_ way.u--to
_r_,,+
_ ::i accomplish this interface. The fzrst Way is by saving the hitfile (the
! /,

o :i. file of retrieved records _ader some query) from a query set and7 _ecessing it From within the procedural language. _ince the query set
_:: construction and execution is completely external to the procedural

_: ' language program, the "interface" is extremely weak, and this would not

i, j + appear to be a very useful feature for most applications. The true
_++_i/ interface is accomplished by an embedded data manipulation language

:!, (DML). However, this DML is very limited, consisting basically of two
_+ :._+ routines, WRi_ES and READS. The WRITES routine is used to write the

i o.,'_:; original data to the MIRADS master file. _he READS routine does
! :o_" provide a way to extract information from the data base from within a

:_:: FORTRAN program, but it depends upon having the record number of the

"_+ sought reco,d passed to it as a parameter. Hence, the DML is

-_+°i_J navigational in the extreme; the user must know the internal location
"'b- of the record he wishes to extract. Of course this also means that

Io::_:: changes in the data base physical storage (a record insertion/deletion,
_.:_" fo_ example) would ]i_ely force changes in procedural language

applications p_ograms using READS, a situation which is highly

•°'_"_ undesi_abl e.

!mplementation/Naintenance Complexit_. The data definition
:" facility in _IRADS is not complicated and is quite easy to u_e. mhe

, o.,, _at_ dictionary :i.s const-ucted by a MIRADS subroutine acting on a user-

t. ;uppiied input file, which contains _he relevant field and hierarchy
,o_&# information,. _he construction of the inp'ut file is straightforward.
c:_ _he _o._c_n_, of the original data base contents from a data file(s)

_j_. -._qui_es _ ,,se_w';'itten program calling the MIRADS routine WRITES, but
.....' the us_.of W_t__F,Sis -easonably direct. One limitation is that record

+_, hiera-chy r_mi_ies must be written to the data base in the proper

+°_-_" nrder, but thi_ is s_andard for most hierarchical systems. Other

_ det,_il_ such as _ord alignment of numeric fields, do have to taken into
o.->._.:_;,, account, but the level of complexity is not overly burdensome. A major

•u shortcomin¢ is the lack of a secondary hierarchy capability, which• h J_

o_,. places severe limitations cn the retrievals that are possible (as we

•',_...,: will see below). Index _oorganization and file reo-dering a_e

:_[i_:" accomplished fai-ly easily using MIRADS supplied routines. Data base
'_,. ('ontent updating is managed by on-line (query language) updating

'_:: togethe _ with subsequent index and file reorganization using the MIRADS

:C" ,outines, o- can be done by "re-implementing" the data base from data

%: input files, which is not too difficult. However, file structure
!t; -eo-ganization and data dictionary updating can not be done

automatically within MIRADG, and _equire coo1_dinated updating of the

_'" use--w_itten l_ading pro_,-am and data dictionary input file._T
..../

" _.":' _ Set 1.1-1.10 in MIRADS. _he most natural hierarchy of files
fo- th_ ,_S(_'_,,_.,_,data would be one very similar to the above category..

J

.... +_tructure (Figure 1.1). in particular, we take the structure given in

_ the co_(:ept,ml hierarchy i,_ Figure _.I as our underlying hierarchy.
,v" i

+-oi:

° o3-+,,- . ,+ _ _-++ _+ ...
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._;.t; ,,_ _ .... Type 101

_;.#4 '. , J , -- ' ,=
c'.

' i_ zDI I I P 'mldPARTi I _SC!PAIt 'UNI [COMNi_.pe..201 Type 202 Type 203 Type 204.

., ..'. Field-name Key =[3_"

_ TESTNO-Test number PPIDIFixed parameter id number

<_ilt-;' lNGNO-lngine numbe_ FPVAL-Fixed parameter value_;:_ DATP-Date of test PARTSN-Pa_t serial number

COM_:ut..off method PARTDESCnPart description

;; PDUR=P_ogrammed duration PARTUN-Part unit number

ADUR-Aot_al duration VPID=Varlable parameter id
c; LRPL-Time below RPL UMS=Units of measurements

:" GERPL-Time at/above RPL MAXV-Maximum value of VPID

G_PPL-Time at/above FPL MINV-Miniaum value of VPID
- COMNTS-Comments

MIRADS die.archy

We will see that this "natural" hierarchy limits the information

_+- retrievals that we can make in MIRADS quite severely. Unfortunately,

k: there is no satisfactory way to remedy this. In the NIRADS versic_l of
"_,. query set 1.1-1.10 given below, and in later sections, the field-name
:c
_. key in Figure 3.1 will be used.

_V Query 1.1-M (we will not restate the queries- refe_ to section I)

QUERY, ADUR>300

PRINT, _STNO, ENGNO

'_ Que,'y 1.2-M

,_, QUERY, F,NGNO_2208 AND VPID =260
•; PRINT, lltllllXV

.;) Query 1.3-M This query would have to be broken into three

_, separate queries with the NIRADS hierarc_hy as in
Figure 3.1. The reason is that MIRADS does not

allow simultaneous qualific&tion on "peer" _ecords,
+: i.e. _ecords from the same level, in a single

query. Several nested queries would easily solve

the problem, but MIRADS does not allow nested queries.

1-10
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- _ - -_ 7 ...._r-._-_.-_._._-_ _v-._-C._ _

;?

QUERY, _NGNO'2208 AND VPID m260

PRINT,_AXV
r_. QUAY, _GNO'2208--AND FPID "10

PRINT, FPVAL
: QUERY, ENGNO'2208 AND PARTDESC m'HPOTP'

PRINT, PARTSN

Query 1.4-M

QUERY, VPID-260 AND MAXV >120.6
::i: PRIm, TESTNO, ENGNO

L

:_,. Query 1.5-M
bsC

;., QUERY, (VPID=260 AND MAXV>120.6) OR

_i_ (VPID'270 AND MAXV>IO0)

_'_ PRINT, ENGNO

_! None of queries 1.6-I,10 can be achieved in MIRADS with thehierarchy as structured in Figure 3.1. The reason is the peer-accesso .

_; problem mentioned in. the discuSsion of query 1.3-M above. Because ofthe way MIRADS-buffer areas are implemented,, there can be no

_i"_ simultaneous qualification on two records at the same level. Actually

the restriction is even more severe: two records on the same level from
"" the same hierarchy chain of records (for example two records from type

_ 201) cannot be accessed simultaneously; neither can _wo records
_, (regardless of level) from two different record chains be accessed

:_._ simultaneously.

_" By some restructuring of the hierarchy in Figure 3.1, we could

provide limited forms of some of the queries 1.7-1.10. For example, in

_ order to satisfy query 1.9, we could place the information about the
part HPOTP in the level 100 record type, or in a level between the two

i_ levels in Figure 3.1 (i.e. move the current 200 level record types to

?_ the _00 level and insert a new 200 level record type). However, the
,:; kind of information that could be moved would be "place-by-piece"

_': information and not entire files; hence this appro&ch is obviouslyL:

.: quite limited. With _ny reasonable restructuring of the hierarchy,
°;, queries like 1.10 would still be unavailable in MIRADS.

Ji: To briefly summaraze MIRADS, we could say that its strengths lie

, in its relatively use_-friendly query language, the simplicity of its
,'_ underlying structure and updating techniques, and its straightforward

start-up and i,,itial data base lOadihg. However, the structural

simplicity carries a large price in lack of query retrieval power and
_" flexibility, which is a ma_or weakness for the SSM_ environment. In

_ addition, the MIRADS procedural language interface and query language

i procedure capability are both quite weak.

_-11
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4. !_11S_-t100 _valuation.

DMS-1100 is a._peery developed data base mana_;ement system
, implemented on the UNIVAC 1100 computer series. It uses a CODASYL-
:_ based netwo,k model. OLP (Query Language Processor) is implemented

with DMS-1100 at MSFC to p_ovXde a high-level query language
capability ....

;?

Lansauage. DMS does not include a query langua£e, but QLP
is interfaced with DMS to provide a query language capability. The use

i' of QLP is straightforward in many cases; however, in order to make
": certain kinds of QLP _-etrievals, network details, such as path access

identification, must be included in the QLP commands (this will be

illustrated in the query set at the end of the section). Thus an

element of navigation is present in QLP, which creates some

difficulties for the non-programmer user. QLP does contain a

computational capability; additionally, control statements such as DO-

loops and IF-constructions are _llowed. Procedures using parameters

may be defined in QLP. An updating capability is included, although
its use requires some network detail maintenance, mhere is no

graphical output capability.

Procedural Language Interface. The DMS procedural language

interface is acco--m'plished by an embedded CODAS_L-modelled DML. The

level of complexity is typical of a CODASYL DML _nd is non-trivial. A
FORTRAN version of the DML is available. The DML is, of course,

navigational and requires considerable knowledge of the data base

i network structure on the part of the user. The usual CODASYL currency_ indicator awareness is also required. Independence of accessing

programs and the physical data base is provided.

_, • Implemeutation/Maintenance Complexity. Network model data ba_es

are typically L:ore difficult to implement and maintain than
hierarchical or relational data bases; DMS-1100 is no exception. The

data schema must be processed first by the data definition language

(DDL) processor, and then by the subschema procassor (SDDL) before
access con be granted to a user. _he DDL is necessarily more

complicated than in the other models because of the network mechanics
which must be defined. For example, owner/member relationships (oct

occurences), which are communic-_te,l in MIRADS by phys!call_ placing the

_i! children records and parent records together in storage, must be

if,, described conceptually via the DDL in the network model. One reason

for this %s that a "child" record may have more than one "parent"
record _ssociated with it in a network; hence physical record placement

is an inadequate me_;hod for modelling the relationships that exist.
_.,_, Additional :.etwo_k information such as path access control_ prime

_J paths, path level specification, etc. must also be specified via the

_i_i'. DDL or SDDL. _hrough the SDDL, different "views" of the data base may

be set up for different users, but even if the entire data base is to
"_ be used, s subschema m,lst still be processed using the SDDL.

•_.-_- Mnintenance complexity is influenced di-ectly by the underlying
i netwo,k complexity, me Inse_t a _ecord requi-es inserting not only the

%.. reco-d ttseLf, but also placin{; that record in the appropriate

i(iii"( owne-/meml,e-set_ ,,n,,perfo_minF, t.he corresponding maintenance on the
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affected paths. Deletions require similar actions. Some of the path

maintenance can be done automa_ically, but the use_ must supply a. significant amount of this kind of info_matlo_ To use the QLP update
_ commands, familiarity with details of the DNS schemas and oubochemas in

often required.

Set 1.1-1.10 in DMS-1100. For each o£ NIRADS, ORACLE, and
iL DATA_RI_VE, sample data bases were constructed .and the relevant version
:. of query set 1.1-1.10 was tested. Time did not permit the construction
_c of _ DNS sample data base. Consequently, the QLP queries in this

" section have not been tested. The uetwork structure, including paths,
_i_: used in the que_.y set, _s given be w in Figure _1.

_..L _STNO _NGNO D TE CON PDUR ADUR GERI_ GE/h,,

_',_._ [ FPID1_VAL 1 I PARTSNLPARTDESC'IPARTUH [ I.VPIDIUNSlNAX_ _INV].._,_,... B1 B2 R3 B4

A root A root A root A A A

BI B2 B3 B3 B2 B3 BI B2 B3

}_ root root root

._ Path-1 Path-2 Path-3 Path-4 Path-5 Path-6

i'll: HC_m 4.I,
+_._ DNS-IIO0 Network

}_ Query I.I-DMS (refer to section I for query definitions)

LIST TESTNO,ENGNO
WHERE ADUR>300

Note: The "path" needed here is a tr._vialone since only one
file is used.

Query I.2-DMS

LIST NAXV
WJERE _NGNO-2208 AND VPID=260

Note: The path used is Path-3. Since it is the only path
which contains the data -,equested, it need not be
mentioned explic_ty.

1-13
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Qua ,y 1• "_...DM_

,._ W11_IRE_PID"IO AND b-_GNO'2208 AND VPID"260
"" A_I} PAR_DBS_=._HBO.?P*

,_T," VIA PA?H.-*6

Notes ?he path designation Is actually optional here since
DMS could find Path-6 on .its own, Ho_ever_ .in more
complex networks there may be multiple paths available

'_": and the selection of the correct" path may be crucial
_-:_ to the m_aning of the queey, _ven .in this case, the.re

:, wo_ld be a gain in effic_eflcy of query execution by

__":!- specifying the path, We give the path in each of the

_i. queries that follow..
•.here is more complexity than meets the eye in path

, designation, as in query 1._-D_S. Suppose we desire the same
; information as above excep_ for the FPID information. _hen our path

0' .... would actually need to start at B2 rather than B1, The options
_", ,_ available are to have defined in the subschema e separate path B2-to-A-

_i'i to-B3 or to use Path-6. In o_le_ to use Path-6 we must enter the path

} _!__ at the ,oct tile, BI; thus we would have to include a "dummy" qualifier
::_!i. on f_le BI (FPID>O. fo,-e_ample) in order to ,:ate, the Poor of the

' ' path. Both these approaches have drawbacks. In a large complex
• network,, to specify all possible paths through the network is
_._., burdensome at" best; addi_ionally,..usersare required to keep track of
i , ._'_, and use this multitude of paths. On the other hand, forcing the user

,. :_!i: to specify "dummy""qualifiers imposes an unnatu,al constraint on query
_::._ construction. _hese con._kde-_tions are especially important in the
.... 3SHE envi#onment because of the unpredictable nature of the desired
'ii,i queries, and hence the need to have almost total network access•

_,,_.__'
,.. Query I•4-D_S

_-.,_..._.}_ bIS_ ?ES_NO, ENGNO_HEEE VPID-260 AND MAXV>120.(.
! "_=-_i_ VIA PA?H-4

:,._,,, Ouer_ I. 5-DMS
o ..--t

:,i,_:! WHERE(VP_D-260 AND MAXV>120.6)
'°,:i,'. "

• ../_- OR (VPID"270 AND _L_XVMO0)
,_ : VIA PA?H-4

_:"" Queries 1.6 and I 10 can be made in DMS, but require control
Li

,._,.,_,"_. statements beyond the scope or this section.,and so, are omitted.

...... Query 1• 7-DMS

_Ooo,,-:-! WHER_I FPID"IO AND FPVAL"A60"5'
°" _" AND VPID-260 AND MAXV>I20.6y ,

i i.,"; VIA PA'_H.-6

i oI;,",
o_' ,__, I- 14
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i?

_u_,,y I•8-DMS

LIST _NGNO
WH_IRN (FPID-IO AND FPVAL-'A603*)

'_ OR (FFID>O AND VPIDm260 AND MAXV>I20.6)
,.< VIA PA_H-6

•:i: Note Lhe use of a "dummy" qusll,fte1,, FPID>O.

"-;' Quew I.9-DMS

:'_!._i/,,. LIST PARTSNi_ WHERE VPID-260 AND NAXV>120.6 AND PARTDESC-'HPOTP*

! i Although IqS-1100 _provides enough retrieval power for the SSME
_":,_ htsto-ical data base, the complexity of the query lan_age is s major
':::_ drawback. Additionally, the implementation of a DMS data base would be

,-:.-, considsrably more complex than the corresponding implementation of a

_'!i hierarchical or relational data base. There is a CODASYL DML for
_,,_.: FORTRAN,.but again its complexity is a L;isadvantage. Overall, DMS-1100

_: would seem to be an acceptable, bu_ perhaps not ideal, choice for a_SME historical data base.
%t

, 5. ORACLEEvaluation.

_.ii_ ORACLE is a relational data base management system marketed by
Relations: Software Incorporatedj implemented at MSFC on the VAX
11/780. I_ has as i_s query language SQL (or SEQUEL as it was formerly
known),a relationally complete language which was developed at IBM.

_, Coupled with SQL in ORACLE is UFI (User Friendly Interface), a
?_ sublanguage which allows editing while constructing SQL queries, ando. ,

......: }ILl(High-level Language Interface) which allows access to ORACLE from
:,,, within a hlgh-level procedural language.

_:_ _ Language. SQL is an English-like version of a more
,o o. , t

._0._- fundamental relational sublanguage called SQUARE (Specifying Queries as
"!_i'_i: Relational Expressions) which is founded on mathematical set-theoretic• o ,,

_z-_ concepts. Today SQL is easily the most i, mportant relational query
,,_:,[_ language and its use is likely to be incorporated into many of the
,,:;',. major relational systems developed for some years to come. It includes

: adequate computational capabilities, including one-command averages,
_;: ._,ums,counts, and maximum and minimum values for attributes. Updating
'= _.saccomplished very easily from within SQL, and the types of nested

_"'._:'. queries (subqueries) allowed provides considerable query flexibility.

'i,

°°I'i

•' _-._..:: ...................v::=-:_:-_._.......o'_--_-........ :.::=_ ..-_ =- _'-_--'_r,_'_-_=--_*'<- -_• _L_____L._L__ ..... _'....._ r
_._.., .,._ ....%0 o, oo o : o * ° ::_ o ._-- _ o _'"_. '" °_°" o°
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A_ implemented %n ORACLE, SQL procedures may be defined and stored
,tn ntanda.d Pilnn, maintained by th_ operatin_ system _e_t editor,

i _ _ whteh a-o th_n nx_outed from Wi_l-_n I1_[ u_kng n call command, _^R_.
I 'Ph,_.o proeodu._ f'l.los ,:.. h0: w:i.[ton to rtllow the uao of any numbn, of

+:- pa.am_tera, which ovt_ pn_aod hy value wh,,n ,q_AR_ is used. _h_ _u..ont

" ve.aion of ORACLE does not .ontaln language g..phle_l output
que.y

_'_ capability.
[ ,-

t [ Procedural Language Interface. ORACLe's-procedural tan_uage
[n_erfaoo is accomplished through a D_L called HLI, which consists of a

_: "" set of procedures which are called from the hoot language.
Communio_tion with ORACLE takes place via a b_g£,_, data area which is

i: eatabltshed within the user p,ogram. SQL querie_ are passed to ORACLE
,'_ as parameters i_ the procedure OSQI_ The appropriate OSQL parameter
_'. may contain any valid SQL query, data manipulation, data definition, or
_'_ data control statement. The SQL statement passed may contain
+ "substitution variables" which can in turn be modified by another HLI

:_ procedure. Rather than h,_,lg forced to pass a new SQL statement as
!_+ another parameter in OSQL, the user program is able to dynamically

_ alter an existing SQL statement and then execute the altered statement.

_ Results of SQL statements can be passed to buffe, variables within the

_++ user program via a OF_TCH call. HLI is not particularly complex, and

..... since SQL statements are utilized for the actual data base retrievals,
m_?
_... the result is a DML which is non-navlgat%onal, imposes no currency

_. awareness requirements upon the user, and allows program independence
from the physical data base structure.

_+: _

_i+ Implementation/Main_enance Complexit_. As is typical with
"_: relational data bases, implementation and maintenance are both quite

_ simple and straightforward with ORACLE. Since the data is stored in
....._ tables which are interconnected relationally by the DBMS, there are
I_:" fewer details, than with the hierarchical or network models, for the

:_ user to be concerned about during implementation and maintenance. That

+e is, such things as access paths, hierarchy chains, etc. are not dealt

'_'_ with explicitly in the relational model. Basically, all that needs to

+' be done is to communicate the relational table structure to the DBMS,

6 and the system takes it from there. Both content and dictionary
updating are easily accomplished, and file/index reorganization is

i::• transparent to the user.

.: _ Set 1.1-1.10 in ORACLE. The unde-lying data structure
which _eems most natural for the SSME histo,ical data is a simple

%1 extension of the category structure given in Fig 1.1 ( also used to

_ model the MIRADS and DMS-_OO data base schema). In Figure 5._, we give
_,,_. the ORACLE tables used in the SQL queries that follow, Note that in

:" the relational model, we remove the necessity for hlerarchy/network

_ structures by placing a relation-defining field, _ESTNO in each case

": here, in the appropriate tables.

)

_ ,','+

+i,.

: _ 1-16
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o "

:*_. ?_S •

-'-'--..... I_PARS ...... P_RqrvJ
) -

AR8 cOMB

!{*}:i' VI(]OR, 5.1
_i_.., Relational _able_

-_ii... Qu_ I.I-ORsEI,EOT(PerePq_STNO,_O_,m tionRNGNOIFROMf°rquet"y,r.KS,,_S definitions)..,; WHERE ADUR >300

_ii!iI Quew I,2-OR
SELP:O'PMAXV FROM VPARS

_._ WHERE ENGNO,,2208AND VPID-260_! .'.' AND TESTS.T_STNO-VPARS.T_STNO

_:_._.:_" Notice how corresponding entries from the two tables VPARS and
"_-'=_ TESTS are "joined", or made available at the same time, by the

_";:/_i condition _ESTS._STNO-VPARS, _S?NO.

I,

...._ SELEC_ MAXV, FPVAL, PARTSN PROM VPARS, FFARS,PARTS

'."- WHER_ VPID=260 AND FPID-IO AND PAETDESO''_POTP' AND ENGNO'2208_" AND VPARS.TES%'NO=FPARS•TESTNO
"_ AND 9_PARS.TW_STNO'PARTS.TESTNO
'_ AND PARTS.TESTNO-TESTS.TESTNO

• .,., .,;.,;
,+ .

d.,_ Query I,4-OR

": S_LEC_,T_STNO, ENGNO FROM TF__TS
"-_,:' W h_IREVPID-260 AND MAXV>120.6
"_'" AND VPARS.T_STNO_TESTS.TESTNO

: . Query 1.5-OR

.... SEL_C_ _NGNO l_OM T_STS
'"' WHERE ( (VPID-260 AND MAXV>120.6)
,,,:: OR (VPID-270 AND NAXV>IO0) )
_°.'i AND VPARS.T_STNO'TESTS.TESTNO
:, Query I•6-OR

L,;{ SEL_]CTENGNO _ON T_STS WHERe,
< ,. VPID_260 AND MAXV>120.6 AND VPARS.TESTNO'TESTS.TESTNO
'_ • _ AND TgSTS.T_]STNO

o _. IN (SELF_CTTESTNO _ROM VPARS
" "_ W HERR VPID-270 AND MAXV>I,00)

j _:+ 't-17
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.( ,

i '41., (m,'".v 1. '1_-()1{

i :- WHF,REj. ;... (VPID-260 AND MAXV>120.6. AIq.DVPARS.'PI_STNO-
,.,.," TBS_S._BS_NO)

::_/:°;:- AND (FPlD-IO AND FPVAL-'A603' AND FPARS.T_STNO-

° _;; , _STS. _S_NO )

q_/i";/}i"/, Quez.j 1.8-0R Replace the third AND with OR in que*7 1.7-0R.

!_. Query _.9-OR

':: " SELRCm PARmSN FROM PARTS

:_,__,_ WHERE VPID-260 AND MAXV>I20.6 AND VPARS._STNO-

:''_': PARTS. TESTNO

_; i"" que?-j I.IO-OR

_.,%;.. SRL_CT MAXV FROM VPARS

_-,t_c. W HERE VP£D=260 AND

, ,'_::. VPARS. _STNO IN_- >' (SELECT _STNO FROM VPAJ.S

'.=_' W h"_E VPID'270 AN;; MAXV>108.6)

: _ In summa-x, ORACLE scores well. in all areas of user friendliness,

_:_!_ and h_s a relationally complete query language. One weakness is the

_T:_'_._ lack of"graphical output capability in SQL. Additionally, it is

:_.._ possible that the performance speed of ORACLE might be a limiting

.2.;_.;_.'_., factor in some environments. But, within _eason, %his would not be
_ important fo- the SSME historical data base, and ORACLE would seem well

/_/i" :uited fo- that application.

,.oc_

_:_._-.- PATATRi_VE is a Digital Mqulpment Company data base management system
._ :_:. whi.ch is implemente_ on the VAX/TBO at MSFO. It"includes a relational-

_!_L like query language and the capability of using; that language from

_'_'i/_ within a high-level procedural language.

_', _ Language. The DA9ATRIEVE query lanEuage is a use_-friendly
_/" language with many relational features. It is not as powerful or as

elegant as SQL, but it does contain enough relatimlal features to allow

_F; the user t" model his data in relational tables. Updating is done

"5_'.. easily from within the query lanKuage, and it contains an adequate

;/,o computational capability. Query language procedures are easily

_- defined, with parameters being passed by responding to system prompts.

.?::j _he FIND command and _este_ FOR commands allow certain classes of
_:: nested queries to be performed. An easily used graphical output

i "-":,. capability is included.

"_'" " Pr ,._dural Language interface. The h.igh-level procedural

:.,=o_.;.: lan_uag_ interface in DATATRIEVE is somewhat simitar, to that of ORACLE.

_::.. ;
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The DML consists of a set of procedures that can be called from an

accessing FORTRAN program. Data base manipulation is accomplished _y
passing query language commands as procedure parameters, and then
receiving retrieved information in buffer variablee within the user

program. Ks a consequence, the resulting DML a/lows non-navigations_

data base access via the query language,_with no currency indicator
requirements on the user as in DMS-1100. Of course_ this use of the

query language as the data base accessing t_ool also allows program
independence from the physical data base.

I m.plementation/Maintenance Complexity. DATA_RIEVE dat_ bases are
very easy to implement and maintain. Data dictionary facilities are
included in the query language. The appropriate domain and record

definitions are automatically stored in the VAX Common Data Dictionary
oy DATATRIEVE. The files in which the actaal data is stored are
ordinary VAX RMS data files. These can be created and maintained from

within DATATRIEVE or completely independently of DATATRIEVE. Content

and dictionary updating can be accomplished .in a straightforward Way !
from Within the query language.

*I

Query Set 1.1-1.10 in DATATRIEVE. In order to write queries 1.1-

1.1"0 in DATATRIEVE, we will use the relational tables given in Figure

5. I (used for the ORACLE SQL retrievals).
!

Query I.I-DTR (refer to section I for query definitions) I

PRINT TESTNO,ENGNO OF T_STS
WITH ADUR>300

l

Query I.2-DTR i

PRINT NAXV OF VPARS CROSS TESTS OVER TESTNO

WITH ENGNO-2208 AND VPID=260

Note that we accomplish a "join" of VPARS and TESTS with

a CROSS operation using the field T_STNO as the joining "-
field. This creates the connection between those tables
that we got in SQL with TESTS. TESTNO=VPARS. TESTNO .

Query I.3-D_R

PRINT MAXV, FPVAL, PARTSN OF

FPARS CROSS VPARS OVER TESTNO CROSS PARTS OVER

_ESTNO CROSS TESTS OVER TESTNO

WITH VPID'260 AND FPID'IO AND PARTDESC"HPOTP' AND

ENGNO.'.2208.........................................

Query I.4-DTR

PRIN_ TESTNOjENGNO OF _STS CROSS VPARS OVER TESTNO

WITH VPID_60 AND MAXV>120.6

b,
o- ,

},,.
4
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DATATR[EVE is an easily implemented and main_alned system with a
moderately powerful user-friendly query language. A nice _eature of
that query language is its graphical output capability, which is

'.+c particularly valuable for the SSNE h_storical data application. _he

ii_,!._i author is somewhat skeptical about UATATRZEVE's p'erformance
_i,_; capabilities, but no evidence is available yet to make any definite
!_+_'..+" conclusions in this area. Evaluation of a DA_A'PRIEV_ prototype data
_ii'..i base should provide the necessary information on this matter.

,,'3

'U

_ 7. ComparattVe.SuImary of NIRADS, ..DIS-I.I(W},ORACLe, and DATA_IEVE.

,+_" Figure 7._ st_mmarlzes much of %he evaluation against the criteria
_'_'" of Table 2.1 that was done in sections _-6. When performance factors

,., are added to the c.-iteria of _able 2.2, we can make a qualitative
,._.' summary of the four systems as in Figure 7.2.

• ,',. L- 20

• ¢_,._,,.,,+ '-+._ s_'- _ : ....

• +. ,_ .............. +_+_+........... _;_.+-._+:--++.,._q._,.... + .,
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?'L- MIRADS DMS-IICO ORACLE DATATRIEV8

_): Ouery User-friendly. Complex to . S@L: User- Ueer-friendly.

_ii_. Language Limited power, uSe. friendly. Adequate poser.Reasonably RelationaLly _,aphical output
"}_" powerful• complete, capabili.ty.
;:_ Industry

_ i]"/ standard.
i °::.

_' • Procedural Of little _se. Complex. Moderately Moderately
!::,i Language DML limited. Nav.igatlonal.complex, complex.

_!: Interface Non-navig. Non-navlg.
_,,._,,¢ _mbeds SQL. Embeds quer-j

1. ,uage.

.5,

-\),_ Implement- Moderately Very complex. Not complex. Not comFlex.
. _--c..",':..,_- ation/ complez. Can be done Can be done

_i Maintenance within SQL. within query

-_! Complexity language.

!

; maj.or possible
inadequacies inadequacies

Good R
- I ' I

E_!_ MIRADS DMS-IIO0 ORACLE DATATRIEVE

_, U- user_friendltuess

_/_"- P" performance
..... R- _etrieval .power

_ As can be seen from Figure 7.2, both MIRADS and DMS-1100 have major
......... deficiencies for the SS_E historical data base application: the limited
_.:_". retrieval power of MIRADS and t_ inherent complexity of DMS-_IO0. On the
i"_'. other hand, ORACLE and DATATR_ _ are weak only _ the area of performance,
_W_" which is probably not a crucial factor for the SSM_ historical data base.

_i can discounted completely, more quantitative
However, before this factor be

'_; performance information is needed.
.i

;_ 1-21
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"l

!i_ The basic conclusion of this e_po_'t _s that a data base management
; system would be a desirable tool for managing-SSM_ historical data.

r:o This conclusion is supported by the analysis, in section l, of both the
, kind of data invol_ and the information retrieval -equire_ents
.... against the data. A set of SSM_ environment-particular evaluation

c_iteria is _erived _n section 2 (Fisure 2.1)_ and it is recommerrded
I!_: that any DBMS cousidered for this task be evaluated relative to those

liI c_iteria. Particular emphasis should be placed on the criteriainvolving query language user-friendliness and power, and maintenance

_! complexity, since performance in those a_eas i_ likely to be crucial to• the sytem's successful use.

_'_ Of _he fou_ particular systems evaluated, only two see_ reasonably

_':_ w_ll suited fo_ the SSME historical data base, namely ORACLE andDATATRIEVE (supporting arguments are summarized in section 7). The

_:_ choice between these two is not obvious from ou_. study. DATATRI_VE's

graphical output capability is clearly important for t_e present

applicatior. On the o_her _an@, its query language, while adequate for

• p-esent i_formation retrieva], is inferior to ORACLE's SQL. As

retrieval requirements change, ORACLE would be more likely _o

i : gracefully accommodate those changes than would DATATRIEVE.

Since, as was mentioned in the "Objectives" section of this.

.eport_ a significant new hardware acquisition at MSFC is peflding, a

reasonable course of a_ion see_ed to be to implement a large prototype

*?" S_ME historical data base using DATATRIBVE, taking advantage of the

_" g_aphical output capability at p_esent, and providing an opporthnity to

_ study the performance capability of DATATRIEVE in a productionenvironmeut. Then a re-evaluation can tame place a_e_ the identity of

"._!_; the new hardware is known, and after DATA_RIEVE has been evaluated via
,'_ the prototype, wi.th the objective of perhaps implementing a true

I_'_ relational system with a _elationally complete q,_ery language, suc_ as
_,. 0RACLE's SQL. Specific recommendations concernin_ the construction and

use of the DATATRIEVE prototype can be found in a separate document,

_ User/Implementat _on (;_de for THIST, whi.ch can be obtained _,om-t_e
_": autho, or his NASA coun_erpart---_--

.... ....... -....... '" O0000001-TSCO!
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i'!_;-- [ NTRODUCT I ON

_'. Ic reduce the weight of the solid rocket motor• used to replace _te_l in(URM), composite matet'ial is some

_gments of the SRM. The c.omposite material consists of
' qraphite, fiber wound with amine cured epoxy resins, which

_re,produc_d by the reactio_ of epichlorohydrin with
2,2-bls(p-hydroxyphenol) propane (BPA or bisphenot A), or
w lth 1,4-butanediol as followsl

r 1_

The commercial curing agent used is lonox 60140,
whiEh _s _0% o_ 4,4'-methylene dianiline (MI_A) and 40% of
m-pheny_ene diamine (PDA). High pressure liquid
chromatography (HPLC) was used to. Study the lot-to-lot
v._.riation zn both. the r_sin and. the curing agent and to

assess the validity of quantitative HPLC methodology
;- currently under development by Hercules, Incorporated, � �in-process regin/cata_yst assays.

;._.-

OBJECT IVES

1. Study the lot-to-lot variation in (A) Tonox _0/40, and (B)
REsins.

,, 2. Quantltative study of resln/catalyst mixtures.

3. Quantitative study of Benzoflex (dipropylene dibenzoate)
usee for cleaning out Tonox in the automated dispensing

_ eqbi_ment.

• _. _:_ _.,.... .
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ii), Instrumentation & Results

,,,, IA. Tonox. A liquid chrematography Znstrument by Waters

'." Associat_ was used. It has a uv detector at 254 nm, which_., is connected to a Hewl_tt Packard 3380A _ntegrator. Two 100--

i A ultrastvr_gel cc_lumn_ w_re Used. The mobile phas_ wa_
i..,17 THF. Th_ r_tention _,:mes for MDA and PDA were 15.7 and 17.()
.. min, respectively, at a flow-ra_e of I".0 ml/min. The areas

L= of absorption due to the two components _n each lot of Tonox

i',:', were checked against various concentrations. Within each
' lof, the area ratio should remain constant at different

._i: concentrations, but it did not. MDA/PDA area ratio

,.... increase_', linearl.y with decrease concentration (Table 1, and

I-_i,;_:: Figure I). lhis is true for all five lots, one of which isknown to be contaminated with sodium formate. All of them
r;.; showed th_ same pattern of four peaks plus a shoulder. The
'/_ only difference for the contaminated lot is _hat it
_.: solidifiPd easily after the can was opened. The functional
_'_,_..,; ability of Tonox is quite wide regardless of the MDA/PDA

_", ratio. It would cause concern, should additional peak_; , appear, or should the MDA or PDA peak vanish. From a
"-v prelimin_ry mass spectral analysi_ o_ Tono_ (Figure 2), the
,_.. peak at 14.b min i_ probably due to the coupling of MDA and
..:_, PDA in the presenc_ of air:

_ m/e 198 108 304

" RT 15.7 rain 17.0 14.6

_" IB. Epoxy Resins. The conditions were the same as above.
S::i BF'A type resin showed a major absorption at 15.3 min, two
:i:.j minor ones at 13.1, and 14.2 min, and a deflection at 12.2

_"•_. min. EpiRez, _hi_h is the 1,4-butanediol resin, showed no

iil
absorption in the uv region. Epon, EpiRez, and three lots
of modified re, ins wl_re analyzed. The percentag_ of BPA of

ii_I the different lots wer_ calculated by comparing the total
_'C ,_b_ortion aftra of SPA in the mixture_ to that of the Epon
i'!', _Tabl_ 2,. m_d Figure 3):

C_
.,. Am_x x mEpon _: I00
-_' %F_F:'A= - , , ,,

_,;t AEpon >: minit.-_

• " " 00000001 -TSC 1



3_!;?_ wh_rP. AEpon, and Amix arl_ the tota_ areas of
Epmn, and the mix, respectively! _nd the _'s are t_

_;_ " m_ses. An attempt has been made to analyze the
_'i- _,4-butanediol resin content by u,_ing RI detector, However

_i_....; the absorptions by BPA and EpiRez a_e too close to be
_/.- identified in the modified resins (Figure 4). It may be
;r possible to separate them if. C18 column is used with.

_';';7 ace_-onitrile/water mixture. At this t£me the RI detector in

0_.......:;' the hplc instrument equipped with gradient programmer needs
servi c ing.

o o i_.•

- !
_. _. Mixtures of _onox and Resins. Waters chromatography was
_,; connected to a gradient controller, Perkin Elmer LC75 with

_°_: variable uv detector selected at 214 nm, and Sigma 15
_; integrator. C18 equipped with a guard column was
I: used. Solvent mixture acetonitrile/water (50:50) was chosen

=_° _ at a flow rate of 1.5 ml/min. The method developed by
_ ':- Hercules, ;nc., was and results were tabulated

=/o_J.'_._o (Table 3, Figure 5). The agreement between Tables 2 and 3_;,_ is sporadic. The procedure calls for running the working
,°_._;. standard until resin peak area agreement is within 1%.
ow _'

_ However, even as automated as it was, the one-percent
°_ agreement on one day may be different _rom that on the ne_t

day (Table 4). This method does provide a qualitative
° _;_ analysis for Tonox_ whereas on 8PC Tonox and resin have
_o_!'_; simil.ar retention times. There is one precaution: The
_ _ pattern for Tonox changes with concentration (Figure b).

o_"._'2 3. Benzoflex. Attempts have been made to detect the trac_
_'_ amount of Benzoflex in the automated resin dispensing system

_i_; by the method developed by Hercules. Conditions used were
_ same as part 2. It was possible to establish an area count

within 5% from injection to in_ection for a s_lution that
_ _ was 0.69% _n B_nzoflex (Table 5, Figures 7A,B). However, it

•" was not possible to get consiste,t area count _or the
'_v concentration suggested in the procedure (0.25%, see Figure
_ /C). It appears _hat hplc can det=-ct benzoflex

_o" _: quantitatively at a concentration of .7%, but only
":,' qualitatively at lower concentrations.
0 _

;; _.

..... _::'.,. CONCLUSIONS & RECOMMENDATION

o_i'. HPLC can be used qualitatively for Tono_{,
_t:- ouant_tativ_ly for the resin in the resin/Tono_ mi_;es_ and

,'- semi-quantitatively for Benzoflex contamination. One might
° o_i_,: be able to analyze the amount of 1,4-butanediol resin by
°° using the reverse phase with acetonitrile/water, when the RI
_ detector functions again.

_"o,'_., ; II - 6
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_:_i'- Tabl e 2

°_ BPA Content of Moue_Id Resins

;i:.._:? Lot number EpOn 826. RDX 50125 Nyuol Blend RDX 50125 EpiRez

.._. CRD 0040 CRD 0001 5022• ;

_ :?' Amount (m) .06040g .06395g .05_05g .05395g .03090g

:_ Resin Abs. 219624 173237 166881 148028 0
_, Area 221325 173088 164253 148185

_. ,;; Average 220475 173163 165567 14{3107

_"_I_°,_ Theo. Area 220475 23343_ 204596 196930 112793Q

.°;__. 220475 m

_i O. 06040
%BPA 1O0 74 .2 80.9 75.2 0

._ :'_'!_ (A/th. A) 10(:)

_:,_%-.,r.

_5_.
_:_' Tabl e 3

_J BPA Content of Modelled Re_inslTo_o_ Mixtures

,_; Lot number Ep_n 826 RDX 50125 Hysol Blend RDX 50125 EpiRez
_'_._ CRD 0040 CRD 0001 5022

_!: ,; Amount (m) .89380g .91805g .9007C)g .901 log .90830g

_-" Resin Abs. 468, 58 359.60 359.7 354.6 0
_,- Area 468.87 373.88 359.2 358.5
_ 468.66 370.63 357.3
%- 468.50 377.40

,_. Average 468.65 370.6 358.73 356.55
i;

.*_;_' Theo. Area 468.65 48_.36 @72.27. . 472.40 494.54 ......
-;_! 468.65 m

_;:_'i %BPA 100 77.0 76.0 75.5 0
_ _; (A/th.A) lOt

i_!ii F'arts Resin 155 119 127.7 117 0(Hercules)

II - 8
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_'_Z'_ Table 4

_ BPA Peak Area in Different Runs
_ Lot number Epon H2_ RDX 50125 Hysol Blend flDX 50125 EpiRez _'_

CRD 0040 CRD 0001

Amount _m) .06t_40g ,06395g .05605g .05395g .03090g

!_ Resin Abe. 202079 _71031 167444 152548 0
Area 2_2381 149482

Table 5

Absorption _f Benzoflex

Run I 2 3 4 Aver age

_ot a I Area 5. Ii_74 5. 3059 5. 2596 5. 2508 5,2309

tither values:
3.4974 9.2793 3.3197 7. 0205
5. 7584 6. 3507 5. 7296
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_ Investlgat_on of the Effects of NaOH Dopant Level on the
,,- _?

Raymond G. Clinton,Jr.
Instructor of Mathematics

Georgia Institute of Technology
Atlanta, Georgia 30332__

• Marie Louise semmel

Benjamin E. Goldberg
Marshall Space Flight Center

_ Nonmetallic Material_.DiVision

._ The near-catastrophic erosion of the STS-aA solid rocket
_ booster nozzle was the instigating factor in the recent, and
_; on-going, intensive investigation of carbon/phenolic composite
_ materials. Much of this effort has been focused on the effect
!;. of sodium contamination on the carbon fibers. It is known
f.

that sodium acts as a catalyst in the oxidation of the fibers
at elevated temperatures. However, the effect of such contam-
ination upon the phenolic resin and matrix-controlled mechani-

_ cal properties was unknown. To this end, a study was under-
taken to determine what c_anges were caused by variation in

_!_ sodium conten_.

_i Investigations were conducted in three areas_ phenolic resin,
carbon/phenolic prepre_ and cured laminates. DUe to the

ill exploratory nature of the studieS, a Variety of tests in ad-
" dition to those normally run in production facilities were

considered. The experimental methodologies and _esults of these
_'_ experiments are discussed, and recommendations for impreving
_, techniques and extending the research program a_e p_esented.

o.

o_

,_ III-ii
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_I I. INTRODUCTION

,: Quality control, both in the constltuent materials and _hroughout

•>" the fabrlcatlo_ process, is the critical factor in the production of
h reliable composite parts. To be aSsured of the reliability of the

_: produc_, it is necessary to (1) have a. thorough understanding of the

; parameters involved in each processlng_step, (2) have representative,. material property allowablesj and (3) be able to nondestructively-
:::_ evaluate the integrity of the part.

:,_ The importance of the above requirements was underscored by the

_i:$ discovery that sodium contamination of carbon cloth used in the con-
I>_. struction of the shuttle carbon/phenollc solld rocket booster nozzles

_i_ was a contributing factor in the near failure of STS-SA nozzle. Results

'_._ of initial studies of this anomaly indicated that sodium, known to be

I_ a catalyst in the oxidation of carbon fibers at elevated temperatures,
_:,:,- (1-4) accelerated material erosion. However, the effect of sodium _i

_J!,i} contamination on resin properties was not addressed. The research _°%

described in the following pages was undertaken to assess this effect

_:. and to examine test techniques for the qualification of carbon/phenollc
materials.

Investigations were conducted to determine resin, prepreg, and

cured laminate properties at specific dopant levels. The prepreg
series included analyses of resin flow; resin, cloth, and carbon filler

contents; volatile constituent identification and standard volatiles

content; sodium content, and ge_ permeation chromatography. Tests

conducted on the phenolic resin included gel time, differential scanning

_- calorimetry, thermomechanlcal analysis, thermogravimetrlc analysis, gas" l
i_ . -_I_T_raphy_ gel permeation chromatography, infrared spectrophotometry ,and viscosity. The cured laminates were subjected to a variety of NDE I

_i_" methods belore being machined into specimens. T_e mechanical propertiescharacterized were those which depended to varying degrees on matrix

iAi properties: short beam shear, compression, and flexure.

!. 2. PHENOLIC KESIN STUDY

'_ The phenolic resin analyzed in this part of the investigation was

: Borden's SC-1008. This system is presently being qualified under military
specification MII,-R-9299C for the production of nozzles for the solld

ii rocket boosters. At the outset, it will be necessary to briefly discuss

i basic resin chemistry, bu_ only to the extent to which it impacts the
study. For additional information, there are numerous t_xts written

|:i_ on the subject of phenolic polymerization which deal with the process
J,i,

._,_ in much greater detail. (5,_)

,[ There are two kinds of phenolic resins, one stage and two stage.

i' ironside 91LD (used in the prepreg) and the SC-1008 are both one stage

_:;" resins. A simplified reactio_ for the production of a phenolic resin

ii': i is shown _n Figure I. Phenol reacts with formaldehyde under neutral

i._'" or s]iKhtly basle conditions to yield two major products, ortho-methylol
: , phenol and para-methylol phenol. Ortho substitution is kinetically

pre[erred and thus there will be a greater relative percentage of this

-" product. As noted, the para-substltoted product will react faster, thus

_ [II-I
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i/ reducing gel times. One other feature of i_terest is the chromophore
formed by th_ pendant hydroxyl group and the.benzene ring. A. color

!/! change will _esult when the hydrogen in the hydroxyl g_oup is replaced, ....

/Y, for example, by sodium. Such a chause was noted in several trial laminates
constructed from resin impregnated white bleeder paper, The matrix
darkened wiehincr_ased sodium content.

_"

_i An elementary poly_erization _ctlon is also ehown in Figure 1.

!_ The h_droxyl groups l_s_ in the cross-linking process form water which +

_ _ is the dominant constituent of volat£1es given off during curing. In
_, real_ty+ the condensation polymer/zatlon is of much greater complexity

" than that shown here.

The k_y point is the effec_ of sod_umhydroxlde dopln8 on these

reactions. In the first reaction, Na+will attack the OH- group yielding

sodium phenolate. It is consls_ent wlth theory. (5) that this is a more

active compo_d and may lead to a higher incidence of para-substitu_ion.
Also sodium hydroxide will de_rade resin oligomers; i.e., break down the
small to medium length chains into even smaller chains. (7) The addition Iq
of sodlummay promote the formation of ether linkages during polymerization

(Williamson ether synthesiS) (6). This linkage is weak and may start to

degrade at elevated temperatures. "i
j

i
: Finally, it is _orth noting that compounds offen used in the processin_ i

of two sta_e phenolic systems were identi£1ed in the SC-1008 and the 91LD 1
resins. The presence of hexemethylenetetramine, which is use_ as an acti-

vator in the polymerization of two stage reslns, was indicated by anmnonla :
efflux noted _urlng. get _£me tests. I_ has been suggested.£hat hexa was

introduced to control the pH _7).. Furaucarbo_aldehyde i_ added to two !
stage resins to control the flow rat_, _s these resins ar_ often used as i

molding compounds. It was identified, u_ing the gas chromatograph-mass i
spectrometer technique described in section 3.4.2, as a constltuet:_ of

the 91LD phenolic. The role of the additive in thz single stage resin is
unknown at this time.

1 STAGE RESIN

OH r CHROMOPHORE

+ C_ "_v_-O'_i _'-"

.oH..

20 NEUTRAL ) "L_ CH2OH
_ASIC +

PHENOL FORMALDEHYDE T( ORTHO ) CH 2OH

PREFERED t (PARA)
,.':i_2_' WILL REACT FASTER

_;• NO "

_,_'!i._ Figure I. Simplified Reactions for Phenolic Resin Production and Polymerization

i;." tt t-:'
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2.1 Gel Tim e

The effect of sodiu_ hydroxide doping on i-e_in gel t_ne was determined

using a Fisher-JolmsMeltin8 Point Apparatus. All _sts were conducted at
a constant 350 ° F. Two critical parameters which must be controlled to

obtain repeatable results are drop size and surface area exposed to elevated
temperature. Drop size was kept constant at 0.167 Stems by usin8 • micro
pipette,. Due to changes in viscosityw£th sodium content (discussed in
section 2.3) itwas necessary to evenly sp_ead the drop to maintain an

initially uniform surface area.

The variation in gel t_newith sodium conte_lt is shown graphically

_ " in Figure 2 On the semi-log scalel the relationship between the two

parameters is a linear one. The fact _hat gel times are reduced with

increasing sodium level agrees well with the hypotheses concerning the
effect of NaOH addition proposed in the prior section.

2.2 Differentlal Scannln_ Calorimetry

samples of NaOH doped resin (approximately 0.2 grams) contained in

volatile pans were tested In a nitrogen atmosphere under a pressure of

225 psi. uslng a Dupent 910 Differential Scanning Calorimeter. The

chamber was Inltlally purged with nltrogen_ and the temperature rise
rate was set at 2°C/minute.

The DSC traces are presented in Figure 3. It is apparent that

increasing the sodium content lcwers _he polyme_izatio_ onset temperature
and increases the reactlon rate. These results ar_conslstent with the

behavior observed during gel time tests and may pgssibly be a_tributed

to a higher incidence of para-subst_tution caused by sodlu_addition,
However, further work is necessary to substantiate this hypothesis.

Note also that the exo_herm increases with sodium level.



!_ _" _-"_r_PR_t_ _ "_ _ V8:;'

" 0 _S _

- _i,: 2.3 Vlscosit_

_,',... i(v_[i, viscosity as , [unc_[o_ of ._odJum cont_n_ w_s measured at room
_:._!!:.. . temperature using a SrookfieLd Hods1 LVDT Digital Vtscometer. To obtain

-_f:i , prescribed sodium levels, equal volumes of several concen£ratlons of
_ aqueous sodium hydroxide were added to pure resin. The _iscOslty of each

_:':' sample was compared to that of a baseline _olution-whieh consisted of p_re
: resin, mixed _ith a Volume o_ deionized wate_ equal to that of the sodium
.,_, hydroxide solutions. The viscosities of the aqueous NaOH solutions were
_;'. ' also measured. The baseline for these measurements was pure deionl_ed

_'::0]:. water.
-% +,

_:,i_: The percent changes in viscosity wi_.h respect to baseline values are
....::, presented in Table I. It is evident that the increase in viscosity at

_':'" the i000 ppm and 2000 ppm levels wls due primarily to a chemical change
_'_,i in the resin as there was no measurable difference in the viscosities of

_;i,,'_ the aqueous sodium hydroxide solutions. At a-concentratlon of 5000 pp_,
, a transition had begun in which the dominant influence on the viscosity_.

_D" "" shifted from being ohemical in _ature to simply a "thickening" e_fect
._.?.:.._ as evidenced by the increase in the viscosity of the aqueous NaOH _olu_ion.
• _ As the sodium level was increased,, this e£fect became obvious.

2.4 Gel Permeation Chromatography

Gel permeation chromatography (GPC) is the separation 5y molecular

size of molecules in solution. (8) Since the effective size of the polymer

molecule is closely related to the molecular weigh_ o£ the polymer, mo-

lecular.weight distributions may also be obtained. This technique was

utilized.to both compare the two resin systems and to evaluate sodium
effects and resin advancement.

A Waters High Performance Liquid Chromatograph with Sigma data

" station was used wlth Waters Ultra Gel Permeation columns having pore

_i" sizes of 1000 _, 500 _, and i00 _. Further, a flow rate of 1 ml/minute
_;_:!_; was chosen and sample size was standardized at 40 microliters.

i'_-- Three solutions, 0.hZ by weight, SC-1008 resin to tetrahydrofuran

(THF) were examined. The first solution was pure St-1008 phenolic resin.

The second was pure SC-1008 resin which had been exposed to ambient con-

di_ions for 15 days p_ior to solution preparation. The _hlrd solution

was SC-1008 doped with 5000 ppm sodium.

_:_'; By comparing the results of the latter two solutions with those

of the pure resin solution,.,the _ollowlng conclusions were drawn:

: - i. Resin exposed to ambient conditions for 15 days had a higher
"" mmber of higher molecular weight constituents, indicative

,'o_:" of resin advancement, and
o _'

°_°:i 2. Sodium hydroxide doped samples had los_ some high molecular

,. weight constituents and gained so_e low molecuia_ weight

,,_:;, constituents. This shift in the molecular weight distribution

o,_;.._ can be attributed _o the breaking down of the ollgomers. This

; , degradation is caused by sodl_m addition, as stated previously.
!,

o .I,

: _" _ Ill-'i

_ _

O0000001-TSEO



Figure 3. Differentlal ScanNing Calorimetry TraCes of Sodium Hydroxide Doped
_" SC-[O08 PSenolic-Resin.

_ii'! TABLE I

!? Viscosl.gy. Analysis .

_,;:_'_ DOPANT LEVEL (Na ?pro) % CHANGE RESIN % CHANGE NaOH + H20

_'.i SC-1008 + _20 Baseline Baseline

'" i000 9.4. 0

,, 2000 16.0 0b'

iC 5000 18,9 I0

,;. lOOOO 75.s 75

,, 20000 132,0 175,0
!',j

}, ,

i
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_,='_,i,i" ' 2.5 I_frared SFectrophotometry

_ii:i'i_,,'s'jr S.p].es Of _ure, a_d sodium hyd,o_ide doped SC-_O08 phenolic resin

_,. were studied usifiS a Perk_n-Elmer Nod_l 137 Sodium Chloride Spectro-
/_:' photometer. This analysis was conducted to determine if di_ferences ,__

_ existed among the molecular structures of the pure and doped resin
_:_ solutions. Several unidentified and unexpected peaks were observed, _nd

rdserach on the sources of these peaks is continuing. However, with the."_-__ present ins_rumentatlon,, it is not possible to obtain, the information

:' ;F" necessary for a proper analysis. Equipme_t of greater sophist&cation is
_i'._ , required.

_,_: 3. PREPREG ANALYEIS
b .!,

The carbon/phenollc ptepreg material used in this investigation was
,_!f

U.S. Polymeric FM 5055. The phenolic resin was Ironslde 91LD, which was

_ qualified under military Specification MIL-R-9299C. The carbon cloth,

-_, qualified under Thlokol Corporation Specification STN_-3184, was a rayon-

based, eight harness satin fabric. Limits on the thread coun_ were set at

45-55 yarns per inch in both the warp and fill directions, ylelding a

fabric weight range of 7.5 - 9.5 ounces per square yard. The third con-

: stituenc was a carbonaceous filler, specl.flcally P33, having a minimum

carbon assay of 99%.

Before discussing the test methods and results, it is appropriate

to describe the procedure used for NaOH doping of the. p.r_pres. Four

concentrations of a delonlzed water-sodlum hydroxide solution were

prepared and sprayed uniformly on one side of the test plies using
a commercial air brush. The concentrations were calculated to add approx-

::._: imately 500, I000, 1500, and 3000 ppm of sodium Co the as-recelved material
_/:i which served as the sodium content baseline. The amount of solutions
_o_:' sprayed on each ply did not vary amoung dopant levels. A control group

°_?_:" (designated "water wash") which was sprayed with an equivalent amount of

o ,_: deionlzed water was also included.

:_, Immediately after having been sprayed, materials were placed in a
0: vacuum chamber at room temperature for one hour to remove excess moisture.

,_;: It was determined that this ptriod of time was sufficient to return the
_:i_ material to its weight before spraying, plus, of course,, the added sodium.

_::!i,i_.;. At this point, the doped prepreg material was ready for testing or fabricating
_-"_",'_._. into laminates.

, [i:: Standard prepreg qualification tests required by Thiokol specification
_!i,; STWS-2649E were conducted. Additionally, several other tests no_ normally run

_'!: in a production environment were incorporated, which did provide useful

_:_: tnformation. Methods for these addltlo_al tests will be explalned, and
.....; standard test methods will be described in _ases where it is felt that

improvements can be made or pot,ezttia_ problems eaxist.

j o:;,,em

"_: " 1I 1-(_
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i'; 3.1 SodX_mContent

The prepreg content in parts pet _llion (ppm) was determined usinga Perkin-Elmer Model 5000 AtomicAb_orbance Spectrophotometer. Samples
_' weighing approximately 2 grams Were placed i_ an oven for 16-18 hours

il at 111222 to burn off the orSanlcs, thereby leaving sodltun and other in-.. organic metaZs. This material was then put into solutlon with 5 milll-
_ liters of 12.1 N hydrochloric acid and 5 UL£11111ters of deloniZed water
i used to rinse all matter from the.crucible. The solution was diluted

• by a factor of 100 to 1 with deionized Water before measur_ents were

7il.i. made. The variation in the sodium level along the length of the as

received prepreg can be seen in Table 2. Substantial differences in
the level of sodium contamination are apparent, even in samples taken

from _oughly the same area, as evidenced by the values at 26 feet.

These changes in concentration certainly contributed to the variation

of sodium content in doped samples. Average values for each dopant
level are also shown in Table 2.

_i 3.2 Prepreg Resin, Cloth, and _iller Contents

:: The contents of the primary constituents of the carbon/phenolic

prepreg were measured both to qualify the materlal with respect to

Thiokol certification and tO ensure that the sodium doping procedure

did not alter these quantities. The following method was used to

determine the percentages, by weight, of the three main constltuen_s

of the prepreg.

A room temperature sample, approximately 2 grams, was inltially

weighed, and then stirred in 4_0 millillters of THF (tetrahydrofuran)
_t 95a F for 30 minutes. The solution was filtered and the fabric

and separated fibers removed from the filter. This material was

i_" repeatedly washed with THF and the filtrant collect_d until the washing
solution remained clear. Fabric and fibers, and the filter paper were

then dried under vacuum at 113 ° F. The weight of filler was determined

from the difference between initlal and final filter weights. Resin

weight was calculated by subtracting the cloth and filler weights from

the de_olatilized initial sample weight, (see section 3.4 for volatile

content). The percentage was determined by dividing the weight of each

constituent by the devolatillze4 sample weight.

Measurement_ were made on as received material and on samples

considered to be extremes from this state, water wash and 3000 ppm

added. Resulf:s of the analysis are presented in Table 3. The slight
deviations of the 3000 and WW values from the as received state were

:_ within experimental error. It was concluded that the sodium doping
,,?. procedure had a negligible effect on the resin, cloth, and filler

i_. contunt of the material.
%.

_,'",i
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:, Sodtum Cantent8 of PrepreS S_mples

_i_: As RecelVed Doped Material

_ 26 890 looo 2358
'_; 44 385 1500 1792

i_.
":__: 75 524- 3000 2708 ...........

i00 462

121 806

_ii_ Resin, Cloth, and Filler Content_ of Prepreg H_terial

_i Thiokol-Supplied

Batch Properties As Received 3000 ppm Added Water,ash
(Z) _Z) (Z) (Z)

li_i Resin Content 32.8--- 31.7 31.2 32.6
,_ C1othContent _2.8 _3.8 _.9 _4.9

iDi. Filler Content 14.4 14.4 12.9 12,.5.-

,- Volatile Conten_ 4.2 5.2 .... 5.0 5.3

If!.....................
;_t.._." zti-_
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I: 3.3 Resin Flow
B

' ' The standard resin flow. tes._ as specified by Thiokol involves cuttlng

_ four 4" x 4" squares of prepreg across the fanclc wldCh, stacking the

". squares to form a four-ply lamlnate, a_d recozdlng the weight of the stack,

_.._ All plies are to be bias cut to avoid _Ibe_ loss. The specimen, sandwiched
_: between release plies, is placed in a heated press (325" F) and 150 Z I0

,++:,,,,, psig is applied immediately. After 10 minutes, the specimen is removed;

_!_. resin flash is scraped away; and the specimen is weighed. The percent
' ..... resin flow is calculated from the difference between the initial and final

'-+ weights.

_;,_-,...
:.,.. The prepreg material supplle_ by Thiokol wae five inches wide, _hus
" prohibiting use of a four inch square specimen cut on'a 45 ° bias. The

:;i choice was either to piece together a four inch specimen or run a smaller
_+' _hree and one-half inch square bias cut specimen. Inftially, there was

ii!- concern that a nonlinear relationship might exist between specimen size
_., and percent resin flow, so tests were conducted on three inch and three

_ and one-half inch square specimens. Resin flow averaged 23.87% and 24.27%

.:-; respectively. Obviously two points camnot settle a questior_ of ncnlinearity.

_i_ However, since the ranges of .the data sets completely overlapped and test
.,_ results from pieced specimens (4", 3.5", and 3" square) were much too

_.j._ variable, it was decided to conduct flow tests using 3.5" square bias cut

:_ specimens.

d= The results of the tests are presented in Figure 4. The actual sodium

" contents lasted are representative values based on chemical analysis des-- cribed in section 3.1. The dark circles surroundlng the white square are

reduced reproductions of actual flow specimens. Resin flow areas are
the fzom which._i, darkened, and the white square is area four-ply specimenthe

p_j was removed. From Figure 4, it is apparent that the flow decreases with

[_!i+: increasing sodium content. The tread is fully supported by the experimentaldata, in ++hich a nearly inverse proportionality is evident between percent
_.+__..
,+,, resh" ,i_.wand sodium content.

q; This behavior corroborates the results of the resin study. In the "+

_+_ discussion of basic resin chemistry, one proposed effect of sodium addition,_'+,. was the _endency for a higher incidence of para-methylol phenol, which reacts

i_: more quickly and thus reduces gel time. The hypothesis was supported•'_t+

:_':_ experimentally by the results of gel time and differential scanning

°" calorlmet_-y tests. The impact of increased sodium on resin flow is an

+_,.: obvious reduction due to faster gel.

4: As a _inal comment on the test procedure, it must be noted that the

_i time during which the specimen is exposed to elevated temperature before
a' the application of pressure is a critical factor. At 325 ° F the resin

+-:",; cures rapidly and delays in pressure application will significantly

..i:i.: influe,,ce the data. The time differential should be monitored and te-

._... ported with the flow data. For all test results reported herein, this
". time w:._s19 + 2 seconds.

,++ ._

_,;-
P,:-_
+,,+ +

;:+++,+ ! I 1--'_

, -.
" .+ -- ......... _ ........ .--_" ............. "................. _' _, ip.+-- p _ . + m,

"_+m+++_:+ _' - + .,_'0 ,% - " 0+ It _I _ I IJL II I[[I_
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_[" 3.4 Volatiles Ana.ysis

ii:_ 3.4.1 Standard Teat

_,:: The standard test for volatile content is Btraightforward. Tile

_i; weight loss of a sam r _: of prepreg fabric (4" x 4") is measured after
_,"',:. exposure to 323" F _o_ _O m_,.u_a in a recirculatins oven. This value,

,'! when divided by the initial weight, yields the percent volatiles content_

__' Due to the excess water lnr.roduced into the mar.erial by the doping
,_ procedure, it was necessary to place the specimens under vacuum for one

LI'" hour at room temperature to remove the moisture before testing. As
_o_,i. received specimens were al_o vacuumed for consistency. Tests conducted
_'_;' on doped samples were limited to extreme states, NN and 3000, to ascer-
"_! lain whether differences existed and tests at intermediate levels were
:_, warranted.

_p

ioi Results are presented in Table 4. Although values from tests of
:_, the 3000 ppm added samples were slightly below those obtained from

either of the other groups, the differences among the three groups7,_i

:_,i": were considered to be insignificant.,.e;..

_'_ i Also displayed,in Table 4 are results from specimens tested without
_,'._.,_ exposure to vacuum. The as received and the water wash samples were

exposed to ambient laboratory atmosphere for 24 hours before testing.
It is evident upon comparison wlth the above data that the one hour

_ exposure to vacuum did not affect the volatile content of these two

:,:a_ groups.

_ii_ However, a significant difference in the volatile content of the
!_ sodium doped samples after exposure to ambient laboratory atmosphere
!!_; can be seen. After one hour, an increase is noted, which could
_
": argu_,blybe due to residual moisture from doping. However, there is

_ little doubt that the change observed in the 24 hour value is due to
, accelerated molsture absorption caused by the presence of sodium.

¢_" 3.4.2 Identification of Volatiles

It was stated in the previous section that high levels of sodium
(3000 series) had no effect on the amount of volatiles released when

i_ the samples were vacuumed before testing. But there w_s concern that

i"_ the volatile constituents might be altered by the level of sodium
contamination. Therefore, the following precedure was developed to

_!_ investigate this hypothesis.

_ Prepreg specimens of identical weight were placed in sealed
%_' canisters held at 120o F for 16 hours. Samples of gases extracted
_!: from the canisters were analyzed using a Perkin-Elmer Sigma 300
_-.. Capilla_y Chromatograph with Sigma 15 data station Co obtain quanti-
r_',_, tative data on the volatiles. Next, samples were extracted for analysis
°.', on a _'±nnlganModel 4000 Automated Gas Chromatograph Mass Spectrometer
,)" System, which separates compoundsln the GC and then, through computer
'_': analysis of mass spectra, determines the compounds present.

t"_'I_, llt-ll

2_ , _..._-_.- -.
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d. L •
_, An initial series of t_sts was conducted on AR, NN, and 3000 prepreg
,_o::,' material at 150 ° F to identify the low boiling point effluents. The

:_.:_)" major constlCuents were egh_nol, Isopropanol, and methyl isobutyl ketone,

o__: and the minor constituents were ethyl acetate, 2-furanearboxa!dehyde, and
methyl eth¥1 ketone.--No dopgnt effects on _ither the aam_ or the
relative a_ounts of these components wa_e noted. - .-

, , u1 An additional seriee of tests Using a tlewlett-Packard 5710A Gas
,o y Chromatograph was conducted at 203"F to determine the amount of phenol

,. '" present in the volatlles The quantity of phenol released was stronglyt .." •

- influenced by sodium content. The phenol measured in the volatiles of
_ _i the 3000 ppm specimens was approxlmately 5 times that observed in the

,_ nnalysia of the water wash samples and 8 times chat measured from the

•_°i_";.;_i"" as- received samples.

o

* 42

./,p

' :"_'= TABLE 4

_ Volatiles Content -,Standard Test

--'. _,

,' ._:_- Group Designation Volatiles Content

o ...
._-x.

° 4_ As Received 5.23
:. 1 hr.

Water Wash 5.28
_'" Vacuum

_- '_ 3000 5•Ol

,,'-F: As Received (24 hours)* 5.22
-'_ _' No Water Wash (24 hours)*

_'_" Vacuum 3000 (1 hour)* 5.47 Moisture
°"o_" 3000 (24 hours)* 7.33 Absorption

": *Note: Timeslisted in No Vacuum set denote length of exposure to

i_!,! ambient conditivns before testing.

j.

J
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_. 3.5 Gel Permeation Chromal;ography

i/_, The instrumentation and experimental conditions used to study the
i _ _ prepreg (91LD phenolic resin) were identical to those described in

_:_._ , _ectton 2.4. Resin was extracted with T_ from a quant._.ty of prepreg
_,i, which had bqen calculated to yield a 0.5% solution of resin (by weight)

i o.:_ end THF. Three solutions were prepared. The first was taken from a
!- ° sample of a. received .mterial. The second was taken from a water wash
i i_, sample, and the final solution was from a doped piece of material which

_ ..... . had a sodium concentration approximately 3000 ppm greater than the as
•_ : . received prepreg.

U ";" "

,, ,,( Data from the prepreg analyses were compared wl_hln the group one,

i_-:' o'i _il_OresultsWJthofthatthoseObtaknedcomparisons:fromthe St-1008 study. The following are

, 1. The two resin systems appeared to be basically the same;

i ,.,.,.,o , however, a oeak was evident in the prepreg (91LD) which
.... , was not present in the St-1008. At this time, the sourer:
_ .... ': of the peak has not been identified.

_.f:- 2. The above peak is smaller in water wash and 3000 ppm
..... traces than in those from the as received material._ii,_

%. 3." The 3000 ppm samples appear to have lost some hlgh
_ molecular weight constituents and gained some low
'-_: molecular weight constituents.

:..... ,_' The third result is similar in nature to that observed in the

i ,,o_ ,,_'. sodium doped SC-IO08 samples and provides additional experimental
i "°_ evidence of the degrading effect of _odium on these resins.

o ;.., 4. CURED LAMI:¢ATE ANALYSIS

., Eighteen carbon-phenolic panels were fabricated for test specimens
,,_,. - to investigate the effect of sodium conce_ztration on matrlx-lnfluenced

°'7_! mechanical properties. The mechanical tests conducted were compression

_!_ (warp), flexure (warp), and short beam shear. One panel was produced
_k'" for each property at each of the six targeted sodium levels: as received

L,. (AR_ waterwash (WW), 500 ppm added, I000 ppm added, L500 ppm added, and
_,' 3000 ppm added. Sodium was iptroduccd In the prepreg material in the manner

/,_: described in section 3. The compression and flexure panels were each con-

,,o_:_ strutted from four plies of material, and the short beam shear panels w_re
comprised of nine plies.

i ' %

i °,""_. All panels were cured in a heated press. A hydroclave cure cycle

_-_ t_: recommended by Thioko] Wasatch Division, was adapted for use with the

i _oL press. The steps are lls_ed below.

•"_ I. Debulk under full vacuum for 30 minutes prior to cure

; ,,,_o ;:'. 2... Increase pressure to 225 psi8 at room temperature

[ _i-,_ 3. Raise temperature to 180 -+IO°F; hold for 90-120 minutes

# ?
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temperature reaches 170°Ft increase pressure to 1025 psig

_! at an average rate not to exceed 20 psi per minute
_:' O

5. R.ise temperature to 220 _lO F; hold for 60-90 minutes
_- 6. P_ise temperature, to 310 ± IOOF at a rate not to exceed

i,,i lOF/minut°

E'_. 7. Hold at 310OF for a minimum of 5 hours

_,i:.."I:i!_ 8. Decrease pressure to 200-250 psig at a rate not to exceed

._.,-_! 50 psi/minute while holding at 310"F

_ 9. Cool to 160"F at an average rate of 0.SOF/mlnute, maximum
:¢

_:: 10. Continue to cool for an additional 90 minutes, minimum,

_ to room temperature 5efore dropping pressure and vacuum.

!.., Thermocouples were inserted in the edges of the laminates to monitor part
ue_iperature and thus to ensure the prQper rise rate.

4. i Laminate _uality AssuranceJ

4.1.1 Nondestructive Evaluation

Several nondestructive evaluation techniques including computer aided

tomography (CAT-Scan), radiography, through transmission ul_rasound, alcohol

wipe, and ultrasonic C-scan-were employed, to assess the integrity of the

.. . panels. The utilization of--these methods was not targeted specifically to
;_ sodium dopant level analysis. Instead, _hese series of tests were designed

_":i_ to determine which of the techniques were suitable for evaluation of panels
,,_: of this material and of these thicknesses. The effectiveness of the methods

• " is summarized briefly in the following paragraphs.
_ _'_:_, -.

_,._ CAT-scan analysis was generally not useful for these chin carbon-

.._. phenolic materials. Some visually identifiable surface defects were observ-
:.i!

°_'i$ ed in the scans, and several of these did correlate with assumed low density
....:',_ areas located by alcohol wipe. However, ocher "suspecZ" _egions identified

'_"!* b_ one of the methods were not substantiated by the remaining two. Bulk
_ densities were also determined with CAT-scan in five different locations,

_,._ and the average _ncreased wlth increasing sodium content. This trend was

_'" not present in the actual measured values. However, it must be noted that
:"_ the CAT-scan values were obtained from a small (.060" wide) slice of t_e

_,, pane •

o_-: X-ray analysis provided very little information. Only one defect,
_,_ a surface bubble, was detected. The samples were too thin for this technique

_.,,.. to be successful.

_;' Through transmission ultrasonic measurements were made on each panel

_'o. at four equally spaced locatic_s along the centerline. Unlike the previously
°__' described methods, the effort "_ this series of tests was directed toward

iii.
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....%, correlation of slgnal charaaterlstlcs wi_h sodium dopant level. Veloclty

_:_ and attenuation data were. evaluated; however, no trends wer_ evident.

•:/_. I One surface defect was analyzed, and a frequency shi_t in the wave. form was
_ _ observed. This anticipated _esul_ indlca_d that a.-100_-dcan would be useEu£-
....; in the-detection of flaws.

=:_ The ultrasonic C-scan inspection proved to be the most useful of
_,i,:. ,' the tec_niqu_sdtudled. Density variations were r_adily appareflt in the
=-'_' scans, Which were run u_ing a Sperry Reflectoscope Model $80. Representative

C-scan results for a.compression and a flexure panel are sho_ in Figure 5.

_*,: Areas which appear white in the flgu_e _re regions of high attenuation.

-D'_" High scatter_g is responsible for much of the apparent density va_latlofls

:2c around the edges_ and the four circles in each panel near the corners are

-.v__ the fixture posts. Overall, the scans indicated a high degree of uniformity

: in the panels' central portions from which all specimens were taken.

=_;.: 4.1.2 Sodium Content and Resin Content

After the nondeS_ruatlVe _valuations were completed, the panels

-:!_ were machined into the various specimen configurations. Inltially, a

i-inch-wide trim area was removed from the perimeter of the laminates.

Samples from the trim, adjacent to the specimen area were analyzed to

determine sodium con_ent and resin co,tent of each panel. The sodium

analysis was performed in uhe manner described in section ._..I,and the

results are shown in Table 5.
The percent resin contents were determined according _o the following

procedure:

I. Clean material samples and weigh to nearest 0.001 g.

:_!_ 2. Place specimens in Vycor test tube and conr_ect to a flask

;'_:._ with cold finger condense_ and a vacuum source attached.

_ 3. Evacuate the system to I0 -+5 mm of mercury absolute.

_!_ 4. When pressure stabilizes, place one Fisher burner under
the samples in the end of the tube. Adjust the flame to cover

._ the sample completely.

"_." 5. Pass an additional Fisher burner along the bottom of tube

_ _; to _rlve out gases and preven5 residue condensation in tube.
b'

:_ 6. Continue pyrolysis for approximately 30 minutes or until

<_ pressure gauge reading, returns to value prior to pyrolysis,
='°._: whichever is longer.

_" 7. When pyrolysis is complete_..coo_/.o-.room temperature while
Z"

_: _aintaining vacuum

l:j- 8 Turn off vacuum and slowly let air into the test tube until•,,j •

o.- equilibrium is reached. Remove and weigh the specimen to

_{_ nearest 0.001 g.?

'2 ; -
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F ililtiii°iiini000
l FLX 36.4 34.i 37.7 35.9 37.9 41.0

_'_ 4.1.3 Microscopy

• _ Two types of microscopy were employed in the investigation: optical
:_"_ and scanning electron. Optical microscopy was used primarily qualitatively.
_i. Each specimen wa•sexamined to assess void content, to inspect Irregu.larities
_.,_-_'_ in surface layers, and to detect abnor_alltles in ply spacing and orientation.
_?;'" The void content was observed to be low, but no measurements were made to
',_; quantify this value. No imperfections in the ply spacing were observed
_'G7
;:.• in the sample population. However, in addition to the small "bubble" men-
o°'i, cloned previously, two types of surface defects were detected and e_amined.

_" One type consisted of irregular patterns in the matrix surface layer caused
°:LL by distortion of the release ply. The second were small indentations extend-
,..-._, ing into the top ply. This flaw was due to either a trapped yarn from the
, ! fiberglass overbleed ply or wrinkling of the release ply. All shear and

•i_:._

III-l/
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_i- flexure test specimens were required C_ be defect-free. Surface-type

_ flaws were pe_itted in Cab regions of compression specimens provided they

_ were an maple distance from the. gauge, s_ction__ ......sY:
_'_ The fracture surfaces of several samples were examined under a

_.2 scanning electron microscope. Regions were studied to de_ermine whethe_
/'. diff_rences existed L_ the £ibar-matrLx adhesion (due Co sodium doping)

..i_:; and to compare the chemical analysis of selected areas obtained vi_ the

"_.. energy dispersive X-ray (EDX) technique.

_,:. A preliminary indication from this effort im that no apparent
,+, differences exist in the. interracial bonding respective to sodium content.
_Y,," Chemical analysis work is also continuing at present, and" no definite

+_T results are available. However, an example of the information provided by
";." the EDX techniq, e is presented in Figure 6. IC is evident that the compo-

'L,+I,+- sition of the particulate On the surface (appears white) shown as the solid
trace, does not differ substantially from that of the matrix, represented

_+_ by the dotted.,line. The particulate may well be blts o_ fragmented matrix
_'_+_ material. It should be noted that the aluminum and silicon peaks are

• artifacts of the system. Additional details and results of this analysis

will be presented in a subsequent final _eport.

4.i.4 ThermograVimetrlc Analysis

Thermogravimetrlc (TGA) tests were conducted on carbon broadgoods

and carbon/phenollc lamlnaces representing various levels of sodium con-

tamination. A Dupont 951 Thermogravimetric Analyzer wa_ used for the study.

Ar_ isothermal heat tTeatman_ at "512 °C for 30 minutes under a _Itrogen

atmosphere was found to. be sufficient to separate sodium contents greater

than 500 ppm (sensitivity _o approximately 500 ppm).

Samples of carbon fabric were doped to obtain the desired sodium

0°_++.',_. levels using a procedure similar to that described in section 3. The

_. results from tests on these samples are presented in Figure 7. The In-
_+_. crease in weLght loss wlth sodium cont-ent is apparent, and is a_trlbuted

b'_ to t_e fact that sodium catalyzes the oxidation of carbon fibers at elevated
°.}i.._ temperatures.

_:"_i_ Du_ing evaluation of carbon/phenolic lamina_e_, a dramatic increase
i_?+,_"' in weight loss was noted when samples were tested wlth normal (50 mL/minute)

_ airflow as compared to results from similar _ests conducted wi_fi no air
_ _! flow. This behavior is illustrated by the traces from 1000 ppm added

!:_ specimens which are shown in Figure 8. The exact cause of this phenomenou
+.., is not known at the present time, but the responses are repreduclble and

. _<_i++,
,:+++. investigation is conCinulng. Since TCA is used as a quality assurance test,

....J[ the air flow through t_e test chamber should be monitored a_d reported with
• !/

?,,. the results to enable meaningful comparison of data.

' ++"_(i
°+,!,+_

° "I

i --.__IT_..... "-:
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_,- 4.;t M_chanlcal Property Tests

_;_'WI!_I: 4.2.! CompressiOn Tests

°_' Compre_sive strength and modulus values in the warp direction were

i::_ obtained following ASTM D3410-75, Test for Compressive Properties of
Oriented Fiber Composites. The standard requires use of the so-sailed
"CelaneSe" test fixture, and features .a specimen des/gn which has an
unsupported-gauge !_ngth. of 0.5 inch. Sp.ecimens _ere constructed from

_-:_-_-:.__/'_i_; four plies of prepreg, which yielded an average gauge section thickness;;'_ of 0.052 inch.

_._ _ Tabs were construe_ed from four plies of the as _ecei_ed carbon-

_:_°_ phenolic material and. a 0.25-inch. 6° taper was milled into each piece.
.... ... The tabs were bonded _o specimens with AF-191, a supported epoxy bondln8

!!!_ film produced by 3M. Bonding was accomplished using a heated press
_,_:_. according to the cure cycle recoemended by the vendor, with _.he exception

_ii",_ that .mximum was 300 _P.temperature

_i Two-section strain gauges (longitudinal and transverse) were fixed
to one side o£ each specimen and a. single gauge was bonded on the opposite
side to monitor buckling. Strain and load values were recorded automatically
by an Acurex Autodata Ten/50 and a hard copy of the data produced. Tests
were conducted in a Baldwin-Emery SR-4 testing machine at a constant cross-

head speed of 0.05 inches per minute. Six. specimens per sodium dopant
level were tested.

Results of the contpression tests are Rresented in Table 7.. The

strength was not a function of sodium content. However, there was an
apparen_ reduction in modulus values with increasing sodium content. The
500 group was a noted exception to _his trend. At present, tests of pure
and doped resin are in progress which may provide additional information lead-

_""- ing to a better understanding of the observed behavior.

4.2.2 Short Beam Snear Tests
_,_._o__.

_._ _ The short beam shear method was used for detezminatlon of apparent
_' interlamlnar shear strengths. Although not a popular technique for evaluat-
e±a;_ %,"

_ Ing carbon-phenolic materials, some interesting results were obtained

:'=_ Problems arise in the use of this method when specimens fall in a complex ,

:... mode involving both shear and flexural type failures. According to Peters TM
:_. the d_Ca from complex _ailure mode tests should not be used even as a con-

i!_i servative estimate o£ shear strength. With regard to this argument, it must
_V.r:,. be emphasized that the slgnlflcan_ results of the_e tests are not limited to

_;!:_ comparisons of strengths; fai.lure analysis must be considered.

:"....."';L. Specimens were constructed f.rom nine plies of prepreg _mterlal,

_," and were machined to provide a square cross-seCtlon. Test conditions
_. and specimen geometry as prescribed in ASTM D 2344-76 were followed.. The

_ span to thickness and length to thickfless ratios were 5:1 arid 7:i, respective-

i_ o°;._" ly, required for carbon yarn reinforce_ent. The test fixture had an adjust-
*_. able span to accommodate sllgh_ variations in thickness. An Instron model

_° "°'_ I125 testing machine was used for these tests, which were conducted at a

_io_io".i constant crosshead speed of 0.05 i.ch per minute. The minimum number of

_i_ specimens rested for each dopan_ level was ten.

i III-22

00000001-TSF09



For a clear understandin8 of-the shear tests results, both strength

values and failure analysis observations have been included in Table 8.
A comparison of the stress values above suggests that the lnterlaminar shear
strength increased with sodium content. The departure of the 1000 group
fro_ t_e apparent trend cannot be explained at present. Additional research
is necessary to further substantiate _he response pattern and to determine if

this particular group's behavior is simply anomalous. However, in view of
the failure analysis, the repoZtins of.the average of. the 1500 and 3000
groups as a shear stZmlsth is arguable_ g) Although it is not the purpose
of this article to rigorously defend the choice, certain evidence merits
consideration. Specimens of these two Stoups which failed ifl shear exhibited

a higher strength, on averase, than those of the lower sodium groups. Further,
the high sodium shear failure stresses were interspersed with those produced
by flexural a_d combined failure modes. Therefore, the reported values
appear to be reasonable, if somewhat conservative, repreeenCation_ of the
shear strength.

It is evident from the results of these tests that the presence of

sodium in such levels has toughened or "plastlclzed_' the matrix to enabl_

the material to withstand higher shear loads. The performance has reached

a transitional region where fail_re can occur by either shear, flexure, or

a combination of both. The physlcal phenomena responsible for the observed

behavior have not been documented, but the resin test series mentioned in

the prior section is expected to provide information necessary to determlne
the causes.

4.2.3 Flexure Tests

The flexural strength and modulus values in the warp direction were

determined according co che procedures stated in ASTMD790-81. Two different

load application methods, three-polnt and four-polnt bending, are presented

in the standard; the three-point proceduEe was followed. According to Zweben,

eta]/ I°) in their examination of the standard, the specified procedures

provide tellable strength data, but the modulus values could be misleading. ""
A suggested correction to this problem was to employ a high span-to-depth

ratio. The span on the test fixture was limited to a milllmum of two inches.

Specimen geometry was designed subject to the restriction to yield a support

span-to-depth ratio of 32 to I. However, the averag_ thickness of the four-

ply specimens was 0.057 inch, thus increasln% the ratio to 35 to I. The

cross-head rate of 0.104 inch per minute was adjusted to account for slight
variations in thickness. Two different rates, averaging 0.140 and 0.096 inch

per mlnut_, were used for the AR, WW, and I000 groups. All groups consisted

of six specimens. The h_gher rate was calculated by interpolation of
conditions for 40 to I span-to-depth ratio which was realistic for the

thinner specimens in chese groups.

The differences observed in the strength and modulus values of the

AR specimens tested at the two rates were negligible. The effect of the
variation was more evident in the WW and I000 groups. Both strength and

modulus values were greater at the higher rate. The amount of the increase

was on the order of 10% for all properties except the WW strength which

increased by approximately 15Z. It is not known at present whether the

1_[-23
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Table 7, Results of Compression Tests

_:i Sample 8CrengCh (psl} Nodulus (Msl) P-c_sson's RaEto

; _ 33836 3.99 .19
36638 3.94 .2D

500 34640 4.38 .18
1000 36017 3.67 .22

"_" 1500 37069 3.42 .18
_. - 3000 33037 2.94 .19

Table 8. Results of Short Beam.Shear Tosts



" _"_"ii disparities are due to loading rate effects or simply interpauel variability.
_ ; Additional tests a_e required for verification'. o# _. *

•_'_':_ Result_ of the flmmte resist failure _trength and ta.senC modulus

_' : are presented in Table 9 Averase properties for the three groups
_!+°>i'i. discussed above were reported. No correlation of modulus values with

_ sodit_ eonCestc is evident. But:, cl_ere appears co be a relationship between
,_+," £1eXural stt'easth end sodiuut level. As khe concentration increases, the.
.... oi;; failure sttes_ decreases. The _ and 500 groups obviously do not adhere

-_:" to the pattern. However, frost unreported test remote of an off-nominal
+_,:; produced _ panel, there Xe reason to believe thac f_ilure stress could be

_ :+-. on the ordee of the AR Stoup. Further CeeCinS is require_ for a clear
.... '_* understanding of the effect of _odium contamination.

•° + _. 3 Failure Analysis
£, ,

, _ _.3.1 Short Beam Shear

"- The majority of the significant information obtained from the
-, .+i.,i_i microscopic evaluation of the failed specimens has been discussed in

_i section _.2.2. Shear failures :ndlcaced by cracks parallel to the 0° fibers
in the interfacial/interlaminar regions are shown in F._._ure9. The cracks

++,__. appear as white traces on the surface of the specimen.
_i+_. Another failure mode observed in the specimens but not mentioned+

*+,_+++-3." previously is a tensile rupture. _vidence of this type of failure can be

•" o ._,_ seen in Figure 10. While many of the visible cracks are along the 00/90°
•+o++,_; fiber interface, _ndicaClve of shear failure, there are several which run
_: :'_ at approximately 4-_°. These cracks through the 90° fi_er,bundles are due to
• ,.. a resolving of the shear stresses into a tensile mode.(I_) Fractures of
0" _ this nature were observed in every group.

.?

'' A flexural failure of a short beam shear specimen is shown in

_': Figure II. The failure zone is located at the bottom center of the photograph
+++ with the cracks visible as dark lines. Although not clearly reproduced in

_[ the picture, the lower two 0° fiber layers fractured due to tensile stress.
:_" Some shear and tensile rup:ure failures are evident, but damage is local

_' _i_ to the primary f!exural area, suggesting that these cracks may well have
......._ occurred subsequent to the initial fracture. As seated previously, the

dominent failure mechadism in the majority of the higher sodium content

ii.- samples was tensile flexure.

An additional type of fracture mode, termed combination, was observed

i,:[ frequently in the higher sodium level specimens. Two mechanisms, shear and
_ _ensile flexure, were active in the failure process. Unlike the mode
6_"

._- : visible in Figure It, the shear cracks were removed and distinct from the
".,++: f_exural region. In Figure 12, tensile flexure is evident in the white

'.*- area on the bottom right. Shear crac_tsare visible as faint white traces
-_ "_",. left of center of the specimen. From the evidence observed, it appears

o '.

.._..,. that these mechanisms acted independently of one another.
.v ....'

_-_.
o.
,o / ";

o i£'"
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1

=°_ _" Figure 9_ Typical Microstructure of Shear Failure Mode in Short Beam Shear Specimen.

..o:_2

o

,:'! Figure 10. Typical Microstructure of Shear and Tensile Rupture Failure Nodes in
r'.j

. _" Short Beam Shear Specimen. Note Cracks at 45 ° £ndicative of Tensile Rupture.

• [II-26

00000001-TSF13



ORIGfftALPAGEI_
OF POORQUALITY

. )

Bi "

.... Figure ll. Typlcal Mlcrostructure of Flexural Failure in Short Beam Shear SpecJanen

lil&;

'.d

• 'v.

,.,_ Figure 12. Typlcal Mlcrostructure of Comvlned Flexural and Shear Failure Modes
* in _hort Beam Shear Specimen. Note Flexure at Lower Right and!'

_,__: Shear at Left Center.
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[n seet£on 4.2.2, the conclusion was dcawn thaC there was a trans-
it_n sodium l_vel below whzch failures were almost excluslvely shear or

a shear-produced tensile rupture_ and above-.which flexure and combination-
failures dominated..Associated with the transition was an apparent in-

crease in shear strength. The Qauoe of this behavior was proposed to.be

_ a toughening of the _trL_ brousht abo_t by sodlum addition. Hiller and

_i::_ Winger _,zl have observed a slmUar bohavior in short beam shear tests

wherein the transition o£ failure modes is determined b_teqerature.
They have attributed the behavior to a decrease in the modulus on the

il_i_ magrix _oftenin_ when progressing from lower to higher temperatures.
_:_ The lower modulus material promotes the apparent shear fracture mode.

_ - A deccease in strength values with increasing temperature across the
=ransltlon region was also observed. Data from resin tests now in progress

!_ will-beneceSsary to confitln the transition mechanism in this stud 7.

_ 4.3.2 Flexure

i,_ The failure analysis of the flexure specimens supports the hypo-
thesis proposed in section 4.2.3 that a relationship exists between

_7 flexural performance and sodium content. There appears to be a change

in fai!ure mechanisms as evidenced by fracture surface characteristics

which is similar to that observed in the shear tests, although the
transition is somewhat less distinct.

Three of the AR samples and one of the WW samples broke into two

pieces indicative of brittle fracture. The characteristics of the failure

surface displayed in Figure 13 w_re representative of the remaining AR and

_/ WW The lower two plies* shattered in a tensile
samples. were completely

,< flexure mode. Extensive damage was evident in ply 2 and cracks often were

_ visible in the 0" fibers of the top ply. Note that damage was reasonably
_" local to the flexur=l failure zone, i.e., there was an absence of trans-

/_- laminar and interlaminar cracks extending more than approximately two ,_

thicknesses away. The above discribed features are typical of what was termed

brittle failure.

A failed specimen from the 500 group is shown in Figure 14. Several

ii. of the surface features evident in the photomicrograph are similar to those

_= dis=ribed above, but there are noteworthy differences. Again, the lower two

plies were shattered in tensile flexure, and damage was local to the flexural
failure zone. But, in contrast to the _/_ and WW groups, damage in ply 2 was

i not as severe, and cracking in ply 1 was either minor or unobservable at this

_n_ magnification(20X). These failures are still of the brittle type.

_i_i_ Considering only the extent of failure of the O" fibers, the performance
_ of the 1000 group was similar to that of the 500 group. However, a change in

ii_ the failure mechanisms involved was evident. Most significant was the develop-
o_'_ meat of large interlamlnar cracks between the lower plies. A representative

_.:!! fracture of this type is shown in Figure 15. Concomitant with the interlamxnar

_:_._ shear/tensile flexure fracture mode was the extension of cracking beyond the

_,_ _ primary failure area. Such behavior represented a departure from the exclusive-

,:=_ [y brittle fracture previously observed to a more "plastic" type, matrix-
"_'_ ' ' influenced mode.

o_I:!

_I_:i * Plies are numbered from the upper surface 1-4.

00000001-TSG01





.M',

Ii:
.i.li_ OF POOR Qu,,:,_.,C,'

_ ,

N

_"_J_i_ Figure 15. TyplcallnterlaminarMiCrostructUrecracklngIn°fLoweriO00Pl_.es.Gr°upFlexure Specimen. Note Increased

iil_"

, ;,$',

, :', Figure t6. Typical Mlcrostructure of Failed 1500 and 3000 Flexure Spec_._ens.

,: Note Large Interlaminar Crack Between Lower Plies and Absence of

Damage in Upper P11es.
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At sodium levels of the 1500 _nd 3000 groups, there were significant
changes in the failure ahac.acteriettcs., k representative fractur_ surface,

___,: taken from the 1500 group, is sho_ in Figure I6. The bottom ply failed Sn
_:_:_. tensile flexure and a large delamJ_ation developed betwemi plies 3 and 4.
-'._._' In the majority of the tests_ no de.age was observed £11 plies I and 2, and
_ii_ii!_'i'. in many of these, the third ply survived with little or no damage. The
...._'_ appearance of the specimens suggests that the failure mode has become

-_q_r strongly matrtx-iufluenced at these_le_teldL_odiu_ contamination.

_, .. The operative failure .mechanisms appear to be functions of sodium
_,_., content similar to the behavior observed in _he shear tests. The transition

_ _'___Lr_ region is near the 1500 ppm added level. But, at present, the phenomena
_, responsible for this performance are not known. Tests of t41e matrix material

_,_i _: a_one may provide additional information necessary for a clea_er interpretation
• of these results.

_'__ 5.

:. _._ The investigation described in the previous pages was undertaken to
:-_,, assess the effects of sodium contamination level on the physical properties
_ _" of phenolic resin and the matrlx-lnfluenced mechanical p_opertles of carbon-

........___ phenolic composite laminates. Proposed effects of sodium hydroxide addition_,_ i to the resin, which were consistent with basic resin chemistry, were (I) an
_':_" increase in the relative percentage of para-substltutlon, a faster reacting
J_"_',:o.. product, and (2) de_radatlon of the resin olisomers.

These hypotheses were supported with experimental evidence from
gel permaation chromatography tests. A decrease in high molecular _elght

_:_ constituents and an increase in low molecular weight constituents were noted,
o_A_, indicating resin degradation upon sodium hydroxide addition. Further, anincrease in reaction kinetics producing a decrease in gel time and a lower-

:_:_. i_g of polymerization onset temperature were observed a_ increasing dopant" levels. Greater sodium contamination also led to a_ increase in moisture

-_: absorption by the prepreg under ambient conditions and an increase in the
_ phenol efflux measured during volatiles tests.

,_: Properties of cured laminates were also shown to be dependent upon
.....=:o_d_" sodium level. An increase in sodium content apparently led to _ deerease

_ in compressive modulus and flexural strength and an increase in shear strength.

_._:_?_ Operative failure mechanisms were related to dopant love% and transitions_,,,,_ were observed in the cases of shear and flexural modes. Results from thermo-
s-' gravametric analysis indicated that higher levels of sodium may also lead to
i_! matrix degradation at lower temperatures.

_ ,:,: Finally, it was stated at the outset that prior studies had been
focused on sodium effects on carbon fibers. Clearly, sodium eontaminatlon

_" also has a significant influence on resin and matrix-related properties
_ which should not be overlooked. Ths results presented have provided an
_. indication of the severJ.cyof this problem. Further work is warranted to
_,,. clarify many points brought out in the investigation and to more firmly

establish the relationship between sodium content and material performance.

_°o._'-, !I r-31
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i_!c: 6. RECOMMENDATIONS

_,,. The following reco_endaZions were _ade based on the findings of

_: ,. the study.

_._. 1 Determine relationship between laminate moisture a_sorptton
'_i::.- and dopant level

i',i. 2. _erform elevated temFerature mechanical property tests

_.:- 3. Evaluate the performance, of ve_ l_w sodium content ,mterial

[':_; 4. Assess aging effectR

_'_"/,, 5. Report time at temperature before pressure application in
,.:.: flow tests

_::_!) 5. Monitor volatile efflux and identify constituentsc, .......
_..-:._-

:_ 7.--Inves_igate resin modulus as a £unction of dopant level

..-- 8. Include fracture analysis wlth mechanical p_operty results

_ 9. Initiate interface/bondlng studies

_.: I0. Institute GPC, F$IR, GC/MS, DSC, and.TGA quality control
_;_' tests.

,_ ACKNOWLEDGEMENTS

_"_: The authors would llke to express their appreciation to J. Perkins

_,:_: for his assistance in the development of the volatiles identification

_:; method, and to J. Coston fer the gEM and EDAX work. TSe authors are also

_._. sincerely grateful to B. Holden and G. Waggoner, B. Stevenson and J. Oakley
•_ without whose help the eompresslon tests could n_t _ave been conducted.

otlL'_

., v'

t

....._.......... ,'N

k 4

° - 00000001-TSG05



_", REFERENCES
!i:

12 I. Walker, P.L., Chemistry and Phys$cs of Carbon,

_ vol. 4, Marcel Dekker I_c., New York, 1968, pp. 287-324.

>: 2. Walker, P.L. and Thrower, P.A., Chemistry and Physics of Carbon,

_'+ vol. 8, Marcel Dekkez Inc., New York, 1973, pp. 212-216.

+" 3. McMahon, P.E., "Oxidative Reslstan_e of Carbon Fibers and _heir

P" Composites," Advanced Composlte--Materlals - Environmental Effects

ASTM'STP 658, J.R. Vlnson) Ed., American Society for Testing and

i,.: Materials,1978, pp. 254-266.

:+ 4. Gibbs, H.H., Wendt, R.C., and Wilson, F.C., "Carbon Fiber Structure
+_+ and Stability S_udies," Polymer Engineering and Science, vol. 19

"_+ No. 5, April, 1979, pp. 342-349.

_. 5. Gould, D.F., Phenolic Resins_ Reinhold Publishing Co., New York, 1959.

_ 6. Reuech, W.H., An Introduction to Organic Chemistry, Holden-Day Inc,
_ . San Francisco, 1977.

_. 7. Lynn, R.O., private co_unication, Materials and Processes Lab.,

+_, Marshall Space Flight Center, August. 1984.

_: 8. "Effects of Resin on the Formation of Defects in Carbon-Carbon"

_2 Final Report for period AUgust 1981 - March 1984, AFWAL-TR-84-4058,

Materials Lab, Wright Patterson AFB, June, 1984.
+i_,.. 9. Peters, P.H.W., "The Interlaminar Shear Strengzh of Unidirectional Boron

Aluminum Composite," Journal of Co_pc_ite Materials, Vol, 12 J_n. 1978,

,_' p. 53.

,:,._ i0. Zweben, C., Smith, W.S., and Wardle, M. W., "Test Methods for Fiber

_ Tensile Strength, Composite Flexural Modulus, and Properties of Fabric

/_" Reinforced Laminates," Composite Materials: Testing and Design (Fifth

_;_ Conference) ASTM STP 674, S.W. Tsai, Ed., American Society for Testing

i_ and Materials, 1979, p. 228.

_..: Ii. Miller, A.G., and Wingert, A.L., "Fracture Surface Characterization of

_:_. Commercial Graphite/Epoxy Systems," Nondestructive Evaluation and Flaw

_o Criticality for Composite Materials, AST14 STP 696, R.B Pipes, Ed.,
,;_ American Society for Test.lag and Materials, 1979, pp. 223-273.
:_
'7

_?r

00000001-TSG06



;/' 1984

. NASA/ASEE SUMMER FACULTY RESEARCH FELLOWSHIP PROGRAM

, , MARSHALL SPACE FLIGHT CENTERTHE UNIVERSITY OF ALABAMA

SILICON CARBIDE-SILICON NITRIDE FIBERS:
PREPARATION AND CHARACTERIZATION OF

i POLYCARBOSILAZANE PRECURSORS

_i Prepared by.:. David J. Crouse, Ph.D.

•'ii-_!_: Academic Rank: Assistant Professor

University and Department: Tennessee TechnologLcal
_._ University

Department of Chemistry

NASA/MSFC:

Laboratory: Materials and Processes

Division: Non-Metallic Materials_- Branch: Polymers and Composites

:_i NASA/Counterpart: Benjamin G. Penn, Ph.D.
-_'_

_- ..Date: Augus_4, 1984

_! Contract No.: NASA-NGT-01-002-099
_ (The University of
o_, Alabama}

_i"

i%:

_.,

2'?':"i

!: IV- i

• !;

00000001 -TSGO8



k',

n I '

o_,_! SI_IEON CARBIDE - S_LICON NIT,RIDE FIBERS
-_._, PREP&RATION AND CHARACTERIZATION OF

POLYCARBOSILAZANE PRECURSORS

....i::; David J. Crouse
•_,, Assistant Professor of Chemistl:y

,,"::):_ Tennessee Technological University
0. Cookeville, Tennessee

•"5. _ ABSTRACT ....

_;-_ Silicon carbide-silicon nitride fibers have shown potential

_ as replacements for graphite in _omposite materials where highL_°- electrical resistance and thermal stability are required.

°::_._[_i" The objective of this study is to examine the effect ofmodifications of the chemical structure of the mcmomers on

_._ the properties of th_ polymeric precursor and ceramic fibers.

_,.i:!_ A group of silaneamines_ R'-Si (NH-R)3 , taken from the
_ series where R' is methyl o=.phenyl and R is..n-propyl

•_!iii' n-butyl, phenyl or allyl, are comVerted to polycarbosilazanes• :_, by heating in excess of 500°C. Resins obtained from this
_-, polymerization are characterized by NMR and _R spectroscopy

ooze- and GPC. Each resin is tested for fiber-formin_ properties

_'_._ Resin samples and fibers are hydrolytically cured.

.......:; Thermogravimetric analyses are conducted on the cured resins" o "6' -'

_' to compare the =elative thermal stability and examine the%/

pyrolysis process. Cured fibers are-tested for tensile
o._._..!'

o:_ strength.

_ . ;!!
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INTRODUCTION

_;_'_i_]" Fiber-reinforced resin-matrix composites are now used

-" extensively in aerospace applications from aircraft structur,_lmaterials to rocket motor nozzles. The Technological demand

=_ ;_- for higher performance and decreased weight in aircraft and

_._::;;: missile parts i_ one impetus to research and development in
_ii_. "_ the area of advanced reinforcement in the area of advanced

_".,: reinforcement fibers• Fibers made from boroxJ, carbon or

_-__,.i:" silicon carbide exhibit the high mechanical strength, high

_,:.::!": :! elast.ic modulus and low density necessary for these applica-
T"_,:::.::'_. tions. Carbon or gz'aphJte fibers are the predominant high
--_:._._,-,,, strength, high modulus reinforcing agent currently used in
_-_ ',- high performance composites In general, performance has

_:=" been more than adequate, often exhibiting impressive strength,

-==_:_'_.,'!:":;:._" stability, stiffness and fracture toughness

-_..:_:_-_:_: Despite the advantages of carbon fibers, there exist areas
_'_i_,_ _.

-,_-_--i-_ where improvement can be made by the development of alternat_
fibers for composite materials. Carbon fibers are sub_ect to

_ __._. oxidative degradation in air at temperatures above 400 C giving
', _o_" off a volatile oxide. 1 Carbon fibers also show high electrical

-_ _ conductivity. This has led to some concern over product safety
during manufacture, application and disposal. 2 The hazards

::°_'-":__: would primarily be posed by fibers accidently released into

i!__?_: the atmosphere where they may interfere with or damage
-:_:,_.__ unprotected electrical equipment causing resistive loading,

_:_:::?_ short circuits or arcing 3 Carbon fibers sometimes show poor

.::_,;::_:,._: a6.hesion with thermoplastic or metal matrices, leading to

. _Q., .
_,_. deDonding of the fibers from the matrix at low stress. Many

of the most desirable applications of composite m_terials are

._j,_,.:: in high temperature areas such as gas turbine blades, plasma
-_ :_i devices and rocket motors. Current carbon fibers show

:::- "'" insufficient temperature stability for applications of this

_l_'; ," type.

-_..o'_i:.:., The above limitations necessitate the search for new

_,_ materials with potential as carbon fiber replacements.

:._.:.:::%.:'_': Silicon carbide-silicon nitride (SiC - Si3N 4) fibers have been
_ "";.' suggested as a potential candidate. 4 Fibers of this type are

- _-_ currently under development in the Materials and Processes

:.:_"_:_;., Laboratory of the Marshall Space Flight Center. Such fibers
. ,_ _'

_,_,,.:,.:. are oxidation resistant at high temperatures and posses other
properties similar to carbon fibers. 5 Silicon carbide-silicon

._ nitride fibers prepared at MSFC show a tensile modulus of
" ' approximately 29 x I0 ° psi.

....L:9

"'_,._ _,. _ ..'._.
6 _._ c .... :- -_ _:_-_-'="_-"_"_ ' " .................................. : ......... _ ...... -- ---'_"__ " "',., ,,"=--T-_'_" r_'_'._, ;_
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,' At this stage of development, this compares favorably with

that of graphite fibers with an average value of 55 x 106 psi.

,,_ The electrical resistivity value of these fibers is measured
L at 7 X 108 ohm-cm. This lies in the semiconductor range but

approaches the value of a true insulator _ I012).

)i
ThQ material currentty under investigation at MSFC is similar

to that prepared by Vorbeek. A monomer is prepared by the

reaction of methyl trichloros_lane with methyl amine (Eq. ]}.

:, CH3SiC] 3 + 6 CH3NH2-----) CH3SI-(NHCH3) 3 +

3 CH3NH3+ CI-

EQUATION ]

This monomer, tris (N-methylamino) methylsilane (TMMS), is

. subsequently polymerized by heating to temperatures in excess
of 500°C. Although the structure of this polycarbosllazane is
not totally characterized, it is believed to be analogous to

other polysilazanes 6 (Eq. 2). The polycarbosilazane resin

prepared in this manner is a transparent yellowish-brown

!_ brittle material soluble in conventional organic solvents, o
It reacts with moisture in the air an melts at or near 220 C.

Fibers are either hand drawn or spun from a resin melt. The

fibers are then cured by _lacing in an enviroment of 95%
relative humidity and 100-C. Fibers obtained from this process

no longer melt and are noncom_ble. The cured fibers are

finally pyrolyzed at 1500°C in an inert atmosphere to the
_ inorganic silicon carbide-silicon nitride.
t'

" CH3, /NHCH 3Ou. 0' _

_: /S f
.):, CH3--N N-CH3

g:_; Cll3Si- (NHCH 31 _.: :_ .... Si Si-CH 3
• °.:. C N--
°°-_" !': N t

°,,_?_ tH 3 CH3 n

°;_ EQUATION 2
• v o,. -.

.o. ). -,

4
0

8
I

UUUUUUU/ /_._|,_



_-_'7"' T

:v Although fibers formed from TMMS have shown great potential

o_ : as graphite substitutes, further development is required
,.,,..': During pyrolysis, mas_ i_ lost due tO elimination of volatile

't

--- ,,, by-products. Excessive mass loss is undersirable as it can

• result in fiber defects and high shrinkage. 7 Structural

::::__'::_':: modifi_-aticn of the monomer may lead to polycarbosilazanes

_:.t.): exhibiting lower pyrolytle ma_8 losB and shrinkage. A _eries

_:::__ of modifie_ monomers has been prepared for evaluation
_':"'; (Table I ) ."

:_ -- The objective of this project is to prepare modified

_: ," polycarbosilazane rosins for evaluation as silicon carbi4o-

_:_:_:. silicon nitride precursors. Each of the previously prepared
---._ monomers is to bu polymorized. The resultant resins are to

_i be pulled _nto fibers and cured hydrolytical]y The
: hydrolyzed Zibers will be tested for mechanical _trenqth and

_. thermal stability. Some fibers will bQ pyrolyzed following
'[ hydrolysis and wi].l also be tested for strength, stability

_! and electrici_l properties.

#%%, ----.

,,j0" V', %. " ,
o

mA.

.,.L ,*

-J3 , . ,

J

., - o.ZL:

,5.

.;!'t)

e ,.
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EXPERIMENTAL

Synthesis of Tris(Alkyl Amino) Silane Momers

A detailed description of the equipment and _e_hnique used
to prepare the monomer is presented elsewhere. ",° Briefly

the procedure is deE u_ibed below.

Tri._ (alkylamino)si]anes were prepared by the dropwise

addition of methyl or phenyl trichlorosilane to a solution of

the alkyl amine in toluene or petroleum ether at low

temperature under a dry nitrogen atmosphere. After addition

was complete, the solution was refluxed for one hour. The
mixture was then filtered to remove salt produced during the

reaction. The product was purified by distillation at

reduced pressure.

Monomers were chracterized by boiling point and IR and NMR

spectroscopy. This data is also contained in previous

reports.

Pr__aration of Polycarbosilazane Resins

_-_ The general method of polymerization uses the apparatus

_ shown in Figure I, which is basically a total reflux distilla-

_ tion system. Quantities of the tris (alkylamino)silane monomer_, were placed in the apparatus under anhydrous conditions. The
temperature of both the distillation pot and column furnance

" were raised until the majority of the monomer was passing over

_ the g]ass Raschig rings at a temperature of 520°C. Polymeriza-

tion times ranged from 1.5 to 4.5 hours.

After completion of the polymerization, the resin was

dissolved in chloroform and transfered to a weighing pan. The

solvent and unreacted monomer were evaporated off under a

stream of dry nitrogen. The polycarbosilazane resin produced

_;[ was usual)y a yellow to brown, brittle, transparent product

__ soluble in coventiona_ organic solvents.

Polycarbosilazanes were characterized by melting point and

IR and NMR spectroscopy. Molecular weights were determined

by gel permeation chromatography (GPC).

' !i

{

_'_ L -
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,_ Precursor fibers for silicon carbide-silicon nitride

• preparation were hand drawn from th_ polycarbosilazane resin

melt under a stream of dry nitrogen. 9 The surface of the
;_"* melt was touched with a glass rod and stretched to obtain
_ fibrous material.

: After drawing, precursor fibers were conditioned in an

'_ enviromenLal chamber at 100°C and 95% relative humidity until

: made unmeltable. Some of the conditioned fibers were placed
under tension in ceramic holders and heated in a furnace under
nitrogen from room temperature to 1200°C in 5 hours followed

: by heating from 1200°C to 1500°C during one hour.

_i_!- Pysical and Chemical Properties Determination

Infrared (IR) spectra were determined using a Perkin-Elmer

__ 137 Sodium Chloride Spectrophotometer. The polycarbosilazane
_ was sampled in solution using chloroform solvent

_'" Nuclear Magnetic Resonance (NMR) spectra were determined

_, with a Varian Associates _M 360L system. Resin samples were

. dissolved in deuterochloroform as solvent and tetramethylsilane
as an internal reference.

i_ Gel permeation chromatography, (GP_) wasl_sed to determine
_._ the weight average molecular weight (_). A Waters Model
-_ 244 GPC with a 440 UV detector (254 nm fixed wavelength} was

used with tetrahydrofuran as the solvent. The GPC runs were

carried outoat room temperature using four columns (500 A, i

_ i00 _, i00 A, i000 A). The flow rate was 1 ml/min. The :
molecular weight was determined using a universal calibration

:. _curve- II Intrinsic viscosities for use in calculating the
_ Mw were determined with a Ulbelohde viscometer in THF solution

at 30°C.

Thermogravimetric analyses were carried out using a DuPont

951Thermogravimetric Analyzer and 1090 Thermal Analyzer. ° The
weight loss of the hydrolyzed resins was measured from 25 C to

O •

1000°C in both nitrogen and air, at a rate of 10 C_mln.

The tensile strength of the fibers was determined _,sing an

Instron Ii00 series system with a 10-20 gram range ]_ d cell.

The gauge length was 0.75 inch and the crosshead speed was
0.05 in/min.

! IV-9
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++<" RESULTS AND DISCUSSION+',.

++ Polymerization of Aminosilane Monomers

Results from the polymerization of the TMPS monomer were
inconsistent. Resin yields and melting points varied depending
on r_action time and temperature. Yields of polycarbosilazane

_.) ranged from 15-78% of the monomer used. Repeated polymeriza-
ii_" tions gave resins with melting points from 45-170°C. There
,:+ was no correlation between the percent yield and the melting
+_. point of the resin obtained.

/._ With respect to the preparation of suitable fibers, the
_ melting point is of major importance. Resins which melt
_, lower prove to be easy to draw into fibers. However, the
_; . hydrolytic cure of the resin takes much longer if the initial

°_- temperature must be far below 1.00°C. The higher melting_' resins, while allowing hydrolysls to be carried out at 00 °C,
+_ were more difficult to draw into fi_ ers. The fiber drawing

was performed under e. stream of dry nitrogen to prevent
_'_ hydrolysis of the resin. At the temperature necessary to
oi_ soften the higher melting resins, the material rapidly

became unusable due t9 hydrolysis or crosslinking. Fibers
were drawn using a small sample of resin which was discarded

'_ when it became unworkable.

'" Attempted polymerizations c f the TPMS and TAMS monomers
+'_ never yielded a resin suitable for fiber formation. Reaction

times as long as 4 hours were used but the product was+ .; .

_,_+. always a fluid.

-/ Characterization of TMPS Resin

: The infrared (IR) spectrum for the TMPS resin (Fi@ure 21
i'r showed absorptions for NH (3600 cm -I) , CH (2900 cm-l), 1

,, aromatic CH (3010 cm -I) and SiC&H_ (1140, 1190 and 1410 cm-l). I
'_' The nuclear magnetic resonance _N_R} spectrum (Figure 3} I

_- showed a series of peaks at _ i..57-3.53 ppm (N-CH_) and i
i:_ _ 6.23-8.57 (SiC6H_} . The welght average molecular weight ,
" was determined to be 1910 by gel permeatlon chromatography !
J (Figure 4) .

/ .
+_.
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" Fiber Formation, Curin 9 and Pyrolysis

._ Fibers of up to 6 feet in length were drawn from the mel_d
.., . TMPS resin. If a high melting resin batch was used, the

fibers were humidity conditioned at I00°C as specified.
<.. Since some of the resin batches melted below this temperature,
*_, the hydrolysis of these fibers was initiated at 40°C. As the
' fibers hydrolyzed, the temperature was increased gradually.

This process required several days to obtain unmeltable
i fibers. When either batcL of fibers above was _Ibjected to

_i pyrolysis conditions, only slivers remained which were too
._;, small for further testing.

_, Mechanical Properties of H_drol_zed TMPS Fibers

_:. The tensile strengths of hydrolyzed TMMS fibers prepared
. '_,_ by Penn, et.al, are presented in Table 2 for comparison to _
_ that obtained from TMPS fibers (Table 3). Comparing fibers ;
_* of similar diameter (1.74 vs. 1.5 mil), the TMPS fibers with _
_! a tensile strength of 21 ksi appear to be superior to the _

TMMS fibers at only 4.0 ksi. The TMPS fibers do not show
the regular increase in tensile strength with decreasing ,i

i diameter that is exhibited by the TMMS fibers. This is in _i

part due to the few samples of TMPS fibers available fortesting.

3. The.r!nogravimetric Analysis of Hydrol_zed Resins

; Samples of hydrolyzed resins were subjected to thermo-
gravimetric analysis from amblent to I000°C under nltrogen.

.:- The TMMS resin prepared by Penn, et.al, was found to lose
25% of its mass between 500 -700 C (Flgure 5). Prevlous

_ work 4 had shown a 38% mass loss upon pyrolysis. Obviously
!_ additional mass is lost above 1000°C, but the major per ion

,_ is lost in the lower temperature range. Under similar "
_ conditions, the TMPS resin prepared in this study lost 36%

_;_. of its mass in the range 400-700°C (Figure 6). Based on this

?i data and experience in attempted pyrolysis, the TMPS resin
:.,_ appears to display greater mass loss and shrinkage than does
'_ the TMMS resin. This is exactly the opposite of the desired

_i property.Both resins were also examined in air. Here again the
i*ii TMMS resin was superior, losing 27% of its mass between

i_ 300-600°C (Figure 7). When tested similarly, the TMPS resin
_ lost 53% of its mass in the range 300-700°C (Figure 8)
" This process involves oxidation and as such is not really
_ indicative of occurrences during pyrolysis.
,{

2
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r,

, CONCLUSIONS AND RECOMMENDATIONS
i;

Overall this study has not produced a material superior to
the existing silicon carbide-silicon nitride-fibers
currently under investigation. Of the three new monomers

_ tested (TMPS, TAMS, TPMS) only one (TMPS) produced a resin
suitable for fiber formation. The conditions for polymeriza-
tion vary soewhat from one monomer to another. Time was not

i_ sufficient to detemnine the optimum conditions in each case.
It is still possible that the TAMS and TPMS monomers may
yield suitable polymers moreover, since silaneamines may

i undergo amine interchange, 12 polymerization of monomers with
q_ heavy amine groups may occur more readily if the amine is

o_ removed from the system as it is produced. The TMPS fibers
_, produced were more difficult to hydrolyze than the

_[ corresponding TMMS material. This, in turn, lead to difficulty
_, in pyrolysis such that no ceramic fibers were available for

= _ testi" a.

Hydrolyzed TMPS fibers proved to have superior tensile
strength versus the TMMS fibers This advantage was somewhat%_ •

offset by the results of thermal analysis. One goal of this
_ study was to find a material which would show less pyrolytic
°4 mass loss. The TMPS resin was shown to be inferior to TMMS
I in this respect. This may be due in part to the increased
J carbon/silicon ratio in the TMPS material. This ratio is

=ii! certain to be responsible for the increased degradation in
_ air. These preliminary findings may be interpreted to mean
__ that the monomers with larger alkyl groups will alter the
_:" properties of the precursor contrary to that desired
_ However, insufficient information is present at this time to
:L draw any such conclusion.

ii Only one of the six monomers prepared in the previous study 8
, has been even partially evaluated• Therefore considerable

work is left to be done before rigid conclusions can be drawn.
L Indications are that fiber properties will change significantly

_%,

_ with minor structural modifications in the monomer, but only
_, when al_rge number of pur polymers is available will these
• properties be fine tuned This honing of fiber properties will
_ most likely occur using copolymers or blends of several
.... polycarbosilazanes

: IV--12
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, TABLE I

,L' • _

SILANEAMINE MONOMERS

: R-Si (NH-R') 3
o _:.

_., R R'

o .," tris (N-methylamino) phenylsilane C6H 5 CH 3_
,.,_ (TMPS)
s"

oi_.':'J: tris (anilino)methylsilane CH 3_ C6H5
_,_-_ (TAMS )

F-) '/:

._i'_--' tris (N-propylamino)methylsilane " 13- n-C3H7_
j;,-" (TPMS)

._, tris (N-butylamino) methylsilane CH 3- n-C4H9_
o{: (TBMS)

_}_ tris (al lylamino) methylsilane CH 3- CH2=CH_CH 2_

t

C!

!
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I

STUDY OF THE POTENTIAl, USEFULNESS OF SUPERFINE HOLOGP_.PHIC
_- X-RAY GRATINGS IN AXAF AND ASTROPHYSICS IN GENERAL

• Paul L. Csonka

, Professor of Physics
Institute of Theoretical Science

_ ,_ University of Oregon

: Eugene, Oregon 97403
T;

: Abstract

__" Present day high energy electron storage rings and insertion

_, devices (wigglers and undulators) provide the necessary technology

-_A_ to manufacture superfine (line density _ 10S/mm) holographic X-ray

--'- gratings. The objective of this investigation is to determine the

usefulness in future astrophysical research of such gratings, as a

" function of _he grating size and line density. A model design is

-_ given for an instrument which would fit within the (presently

_:i specified) constraints of the planned Advanced X-ray Astrophysics

_." Facility (AXAF).

V-ll

r

00000002-TS806



: 1. SUPERFINE GRATING (ELEMENT) PRODUCTION

_ 1. Background

Presently available gratings usually have of the order of up to 3.10 3

lines per millimeter. Superfine gratings, on the other hand, would have

line densities _ l0 s lines per millimeter. So far, no such gratings

•_/ have been manufactured. However, the technology is now in hand to pro-
r_

duce such gratings.

_!i_ A method of superfine grating production has recently been sug-

_ gested I. Accc_dlng to that suggestion, first a stationary interference

i_ pattern is to be generated between two branches of a sufficiently col-

_ ' llmated, monochromatic and spatially restricted X-ray beam, generated in

_:_ the form of synchrotron radiation by a high energy electron storage !i

. ring. Second, the interference pattern is imprinted on a recording i

medium, such as a pclymer (e.g. P_._) or an amorphous resist. Third, I

i2_ the recorded image is transferred onto a metal (such as gold) which will

_ then form the grating. This method of production would not only enable

-.

_ one to reach the desired line densities, but would also ensure that

_" the distance between neighboring lines would be stable across the entire

_ grating surface.

_ Superfine gratings so produced could be realized as reflection

___ gratings, or transmission gratings. The transmission gratings can he

"free-standlng" with an appropriate grid structure supporting the grating

proper.

The llne densities, grating dimensions and quallty which can be

produced by this method depend on the intensity, angular divergence

_nd spectrum of the synchrotron radiation generated by the high energy

storage rln_ considered; the stability of the generating electron beam,

' ! as well as the stability of th_ recording instrument relative to the

V-L
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: ,! rln_.. ,.,,I the ._tabillty of the various i)'lrts within the recording
/.

_' in_trtunent; tht, grain size and sensitivity of the recording medium; and

9 details of tile procedure which transfers the pattern from the recording

,'i' medium ont(, the grating metal.

_.: ' 2. _Recoy_dtn_g_0 t_
.p

...." To generate the interference pattern, the recording X-ray beam has

... to satisfy certain requirements on monochromaticity, colllnearity and

_' on 1"' beam cross secti .
J )E

i _- Monochromat ic tty :
'_,

-2 Let X be the wavelength of the recording X-rav beam. Assume that

_'_" + _l _ Denote by A£ the_>. X is restricted to lie within the region %0 - "

maximum pathlength difference which occurs between the two branches of

_" the recording X-ray beam while imprinting the interference pattern of'."

_. Interest. In this notation, the requirement of monochromaticfty can

bc written _.q

_-_"" " + ½ ft (1).___¢ _- - A£ '

:-:: wherv fl is an arbitrary constant (to be satisfied below) satisfying
::
.' 0<_ f < I.

I

(;_1 1h_varitv :-7

.__., llcttotittg by AO the (fur1) angutar divergence of the beam, one

; ncc, d._

1 __Q I,

,A_, _. f,_ (-_.1_ , (2)

z

- wh,,re, again, 0 < f2 _ 1 is an arbitrary constant.

_; I_Jlt,kun beam t'rtlss St, ctJorl:

For re.ctangular cross section, denoting by Dsx and Dsy the beam diameter

..,_, at the beam sn,rce along the two transverse axes x and y respectively, and

wrtttng I) and D for the corresponding beam diameters at the interference
" X y

°-
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- pattern, the beam has to satisfy

:"' L ..>.(A2 + _) f3 F- ' x $ , (3)
_ O

•_'.:r,,:.,. with { (½ Dsi+ ½ Di)a, if Dsi > Di, (I = x,y)
:;" At _ , If < DI, (i = x,y)..h.: 2 DsiDi Dsl

.2".
.:. where L is the greatest length of the beam from it source to the Inter-
._.:

_ii.; ference apparatus, F is a function of beam cross section which assumes

_ the value unity when the cross section is rectangular, and 0 < f3 < i

-_" is a constant, for which:,A"

L_ o'.

Efl f3]?_ f = 2 + 2 + 2 ½ <i (4)

; °g must hold.

i'_" To ensure conditions (i) - (4), one can channel the synchrotron

';}}. radiation through a monochromator, and collimate the beam as well as

_ restrict its diameters by the use of an appropriate sequence of slits.
::oL-

d 3. Intensity, Brightness

...._'- Many presently operating high energy storage rings were built as

i',.', high energy physics research tools. In such rings the produced
I--

.; synchrotron radiation is a byproduct, rather than a design goal. The
,i

".!. intensity and brightness of the radiation has, therfore, not been

,_:. maximized, and can generally be increased in several ways: J

:'_ [. Reduce the coupling, K, between horizontal and vertical

beam oscillations for the circulating electron beam (K: _ 0.1, 0.05 can

_:. be achieved).

V:- _ 2. Go to single beam mode operation, in which one of the two

(colliding) beams is absent, That improves the emittance of the re-

..: t_ualntng beam.

"; -° ,
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,i

' 3. Retune the magneth: fields which guldt, the beams to minimize

.i_. emlttance I. stngle beam mode operation (rather than maximizing
• %y

:i" luminosity ior colliding beam mode operation).
! .

i t r
_,: 4. Generate photons from a low beta section of the ring. Those

_ /-

: i:: sections were originally designed as interaction regions where two

' ':" beams collide. There the electron beam cross section is smaller, which

_:7 " improves the photon beam emittance (The electron beam angular divergence,

.'_

_ on the other hand, Is higher there, but that has little effect on the

_; photon beam, since the photon angular divergence is dominated by

!_ relativistic kinematic effects.)

_!.)

:": _ 5. Increase the circulating electron beam intensity (at least

_;,. .... for short time_to avoid overheating of storage ring components), either
Ii

_; by increasing the number of circulating electron bunches, or by

i_; _ increasing the number of electrons in each bunch.

__ 6. Place insertion devices (wigglers or undulators) 2 Into the

_. storage ring. These devices can increase the brightness of the emitted

_.).) S.R. in a chosen wavelength region by a factor i02 - i0 3.

__! 7. Microbunch tl'e circulating electron beam. This will result

_', in a several orders of magnitude increase of the radiation intensity

i. up to at least the soft X-ray region. 3'_

:.._ 8. Use the S.R. from the storage ring to pump a soft X-ray

:_; laser. S,g The radiation from the, laser would have a brightness
I

¢ Improved by orders of magnitude in the wavelength region of the
7
.r

coherent photons produced. Furthern_ore, these photons would be

monochromatic to a high extent as produced, and could be used

:" directly for Imprlntln_, the desired interference pattern.

"_'._. In the following (see below) we will estimate the size of gratings

•"_-" which can b(. manufactured by the *.oposed method In those estimates

'" " V-l!
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two cases will be considered: First, typical high energy storage ring

r,. parameters will be used, without assuminga__lof the Improvements just

:_' _ listed. Second, we will assume that an Insertion device is located in

"' the ring which will improve the brightness by (only) a factor of 10 2.

Ff_ In both cases, therefore, our estimates will be rather conservative.

' 4. Recording of the Interference Pattern

" Ground vibrations, and their frequency and time distribution have

been studied at various storage rings. ? The stability of the electron
• :;E

_ beam differs from ring to ring, feedback beam regulators have been

_v Installed in several laboratories. By such means unwanted beam

°o_: oscillations are being reduced. The use of optical tables with

appropriate cushions allows the Imprlntlng of the desired interferencL

._: pattern.

_ The most widely used resist is PMMA. Grain size limits its
y_? o• resolution to of the order of 200 A . Amorphous resists 8 , on the

,?_, 0
_, other hand, have resolution < i0 A , but have lower sensitivity

!i;_ and thus require higher intensity S.R. beems. Studies of the behavior
._°

_,- of various resist materials In S.R. beams have been reported, e.g. in

reference_
,J

_' In order that a grating used £n normal incidence b,_ useful, the

_,;: bars which form the grating must be high enough. On the other hand,

/5 when the density of lines on the grating is increased, the wJ.dtn of

,.,_ each bar is reduced, so that keeping che height of the bars constavt,

the "aspect ratio" of the bars (i.e. their height to width ratio) is
. v'

_ increased. Present day technology permits the fabrication of gratings
r_

: with aspect ratios up to about 15 or 30. Therefore, one llmltatlon on

_' the use of superfine gratings wlll come from this restriction. To see

/¢
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_, more cle, arly what this condition implies, we consider gratings made of

_,

'_ gold, when the line density Is !_.10 :_ lines/ram, or 1.10 s lines/ram.

_ {_e finds that for efficient gratings the aspect ratios are a_ listed

in Table I. It Is clear from the table that superfine gratings of

:_.. the conventional construction will be restricted to X-ray photon

.- energies < I keV. On the other hand, one can contemplate tlle'j

., possibility of manufacturing gratings of a new type, namely gratings

°!}i in which the spaces between the bars are filled with some "filler"
. q

...._,_ material of low index of refraction. One expects that it will be

.o!f possible these new types of gratings with arbitrarily high aspect

/'N

._. ; ratios. In this manner the restriction on aspect ratios can be

,), .

_}, circumvented altogether.

_,_ 5. Grating (element.) Size

°i_ In this section the dimensions of grating elements will be

.-.4 calculated. A specific Int_rferenc(' geometry will be assumed (one

i:_ which Is also convenient for general hologaphlc X-ray studies). In

_, thls geometry, the S.R. beam is split into two branches of equal

:' " intensity, each Is tncid_tlt on a ply,he mirror at 45 ° and then

reaches the recording plane surface at 45 ° from opposite sides

.... of the surface normal. I The exposure time, T, required to produce

.: a sufficiently good quality superfine grating whose sides are )/2 Dx
O

" and D long, can be calculated from the formula:

!" N(°)X _ X flf_ bxb , (5)
_."i o o Y

S"

u

w

)) "--l_)' ,l--l,
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_+_ .... '_ , _ o .., • ,,, , _, _ 7_

.,_,-

'C

"_':,.. whore b L -- Dj/lJll _ ; i _ x,y

= _. I bl)214b I ; *f b t _ 1
, a I m

;:.,. ; If b t < 1
+,

"" d -- I_ /Dxsys
, \_,

;" B = !_ (axbx/d + aybyd)

_._,., n is the number of photons required per square centimeter

.... of recording surface to imprint a sufficiently high
i ""

i _:. quall ty grating.

._ .(o) _X
i !i¢_ _yt "-" d D D D L-2 -- T is the six dimensional phase space_- ..._ sx x sy y X

, !:: into whlch photons are emitted by the synchrotron radiation

5" port used, during time T.
_

°_. N (°) in the total number of photons emitted by the source into

_i" the six dimensional phase space volume A (°).,., xyt

!_, M is a factor which takes into account absorption by the

:., mirror(s) and monoehromator.

i_ _" F is a factor which corrects for non-rectangular beam

°. cross section.

: and b ,
,'_ Fig. I shows the necessary exposure time as a function of bx Y

• ,#

•:. in the case when n.f = 5.101_cm -_, MfF=I, and the other parameters are

++ as listed In Table IT. Keeping in mind that the a_sumptlon_ made in

: ,i_ calculatlng the curves in Fig. i were rather conservatlve_ one concludes

.v

+" "" that during exposure time_ of the order of several d_vs one expects
! _,':

i '_ii t(, be at, l.e to manufacture superfine grating elements with diameters

,'_ up to of the order of a millimeter. At line density N --iO s line.,+/mm

! (. - _ _ - .. +. , ._. _i ......... thnt corresponds. _to a+diLtractlve "_:;l:emetit'w_th'-potentlal _ /A), = lO s,

....... .... 00000002-TSBI
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• • , ,¢J,. 2. ¢;RA'I'INC AGLRELATE.,

": Tht, p_-duvtlcu_ ,,I gVatlllg el¢,mvnl.ti w;_,_ dl_cu_n¢,d In ;_eetl_,ll 2.

;. ,_uvh L,rat[l_. (,[t,mpltts have the property that the distance between

.olghborl.g b,ar,._ is accurate everywhere across thv grattn),, element ;

/

".;- and theret-re,the potential resolution which can be produved by

i the element is proportion.,1 to the number of bars contained within it.

.."" lty using lithographic techniques, an arbitrary number of
b

r
,, essentially identical copies can be made from any grating element.

_ These copies can then be lald out next to each other, to cover an

:i

... arbitrarily large area. That can be done in two ways:

_-', i. Neighboring elements are positioned so that the lines on

{_' both are parallel to each other, and the distance between the last

'j_ llne of one element and the first line of the next element is identical

i.....,_!_ to the interline distance near the co._non edge of both gratings. If

, o this were done, new larger grating elements could be produced. The

_.' potential energy resolution attainable by then would be proportional

,_ to the total number of lines across the entire face of the new resultant

° elvment. To position elements in this manner, with adequate accuracy,

;_ is at, or beyond the boundary of what Is technologically feasible today.

_- Therefore, this option will not be further considered here.

I ! .i " One can cover large areas with identia,tl copies of a ,_tngle

L 2' g,rattng element, each oriented so that the lines on all of them are

c- ,

, parallel to each other, No attempt is made to maintain _he interline

di._tance_ across the element boundaries. In this manner large surfacea

_, cm_ bc cove_ed, and here we will refer to such devices as "_ratln_

o' aggregates . The pote_,_tlal energy resolution achievable by a grating

_ aggregate 1_ no larger than that which can be reached by a stnple oneof its COml_onent e]emoP.t._, but its total light gathering arpa ts,

.... 00000002-TSB14



of course, higher. In thlq section we will consider the fabrication

of grating aggregates.

Assuming that elements of Jam x imm size can be manufactured, one

would have to make i0 _ copies of it to cover a 10 cm x i0 cm area, or

l0 G copies to cover a im2area (comparable to the AXAF telescope effec-

tive area). The required numbers of copies are high enough to warrant

a study of alzernative strategies to achieve the desired goal. Figure

2 illustrates the problem. In this example_ a Total number of M=I8

elements are needed to cover sn area. That can be done, for example

by making 18 copies of the original (Fig. 2a), or, alternatively, one

can proceed as follows: First, make three copies of the original, then

make two copies of these three together, and, finally, three copies of

these two. In the first case, 18 lithographic exposures are required,

in the second case enly 3+2+3=8. When M is larger, one expects sit- !
q

nificant savings by choosing the correct reproduction strategy.

In general, one can make nI copies of the origlnsl element,

then make n2 copies of the nI copies laid out next to each other, then

make n3 of these, and so on. If the area of the original grating element

i_ Ao. while the area of the desired grating aggregate is Atot, then

clearly

nI • n2 • n3 ... nm- Ao = Ato t (6)

The number of lithographic exposures required to achieve this is

n tot nI + n2 + ... + nm (7)

Our aim here is to find that set of nl, n2, ... for which nto t is

minimum under the condition that Eq. (6) hold.

Using the method of lagrange multipliers, one find that

= n,, _ = n . (8)11] _ '"' nl

V--9
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Putt inL th['_ Into Eq. (6), using the notation hi=n, gl.ve,_z

m Atot

n : A m --- (_'_l At°t, -A---) / ('..,
0 0

and Eq. (7) becomes

A
tot n

(£Jt--A--" } i-t?n = ntot "
0

The extremum of nto t with respect to variations of n lles at

n = e = 2.718 .... (9)

This exact mathematical solution is not an integer, but it suggests that _!

i

for the physical case the best strategy will be to choose nI, n2, ...

..., n = 2 or 3.
m

Before Ferforming a search, however, one has to note that certain !

secondary considerations can affect the answer. For example, one i

can use the original in any step instead of one of its own replicas
I

(See Fig. 2c). That will further reduce the required lithographic

exposures (for the example considered in Fig. 2, to ntot=6). In such a

case, in general one has instead of Eq. (7) -:

(1) (io)
(nl-i) + (n2-1) + ... + (nm-I) = nto t -m = ntot

The optimal solution is again nI = n2 = ... = nm = n , but now n

satisfies

i
t'tt n = 1 - -- ,

n

so that n Lies betwee_ ] and 2.

Further factors which nucd to be considered are whether llthographlng

large sizes is more desirable than ]ithographing several smaller sizes,

etc. [n any case, it is clear that ni will be close to 2 or 3, thus, to

produce a grating aggregate of I0 cmx i0 cm out of grating elements of



size 1 mm x 1 mm, one will need about 20 lithographs exposures, and to

produce one with 1 m x 1 m size, about 27 exposures will be needed

(instead of the 10 _ and 106 mentioned earlier). These are reasonable

numbers, so that _te can conclude that aggregates of up to about ] m x I m

size can be made, and may be assumed to be available for instrument design

purposes.

The problems o£ how to stabilize the aggregate after it has been

produced, how to protect it against shock and vibrations, particularly

during launch of a space vehicle, will not be discussed here.

V-ll
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3. INSTRUMENT CONSTRUCTION

Figure 3 shows a model design fer an instrument which utillzes a

superfine grsttn S aggregate. It has the following featuresz

1. It fits within the constraints of the planned Advanced X-Ray

Astrophysics Facility (AXAF), as they are specigied at the time of this

writing. In particular it can be placed inuide the instrument carousel.

2. It has a slit to decrease background and alloW segregati_ regions of

the field of view.

3. The grating aggregate is used in no_nal incidence.

4. The instrument accepts the entire beam produaed by the AXAF telescope

(total viewing angle at focus is 80 = 5.730).

_ It is assumed that:

The collectlng mirror focal length F = 10m (as in AXAF).

The collec_Ing mirror angular resolution ¢ = 1 arc sec = 4.85.10 -6

radlans (as in AXAF),

N
The grating line denslty_= p£ = 105 llneS/mm.

The diameter, d, (perpendlcularly to the grating llnes) of a grating

element is (_/A_p_). For X/AI = 2.104 , then, one requlros only d = 0.2 un.

Detector element diameter > 20 Um (except for the design in the last

llne of Table III).

The wavelength resolution of the Instrument is given by the formula

I N sin _max Lo

A-'_"= V ¢ (in radlans) -_ (II)

V_| i

__ ®
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Two design variations will be considered

A. No additional reflections are used,

B. O_e additional reflection is used to sake the beam converse faster at

the focal spot, and thus reduce the effective mirror focal length F. The

mirrors producing the additional reflection would be used at grazing

incidence, thus no significent reduction in efficiency is expected. The

additional m_rrors are not shown in Figure 3. They say located to the left of

the slit in that figure. Reducing in this manner F by a factor of 3, the D

and _/A_ will both be increased by the same factor of 3. The results are

suunnarized in Table III.

The grating may be curved, or have the line spacing vary across it, or

both lO'll. If the grating has the shape of a ribbon, aurved in one direction
i

only, it is expected that it can be well approximated by a few (< §) grating

aggregate sections, each with possibly a different line spacing, but the same

line spacing maintained over each section.

The energy resolution can be further increased by further increasing

Lo. If enough space is available, that should present no problem, and then
D

_/A_ = 105 could be approached. In AXAF, howeVer, space within the carousel

is limited, and further increase of Lo Would require that either the detector

element size be decreased or that the X-ray beam be additionally reflected

once or more. Crazing incidence reflection in the soft X-ray range would

result in little deterioration of efficiency, but only small angles of

deflection could be achieved in each reflection. Hultilayered mirrors can

achieve 20Z, and probably even _ 60Z reflectivity for normal incidence in the

wavelength region of interest to us. Such mirrors used in normal incidence

require smaller diameters, and tolerances on configuring are reduced. In this

case, however, the reflected _ would have to Uatch the layer structure in the

V-13
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mirror, whlch would llmlt one _ a wavelength band of _ _ 0.I _ for each such

mirror. For these matched wavelengths, the X-ray beam could be reflected

stralght baek toward the collectlng telescope airror, and reflected once more

• by a multilayer mirror .placeg on the axis of the telescope (where at present
t

no instrument is planned, and space appears to he avallable), thus allowing Lo

- up to about 2000 cm. For these _ valueS, then, one would achieve _/A_ m 10 5 .

An alternatlve method to increase Lo consists of placing the grating in

front of the focus. In this case no sllt Would be employed.

If the collecting telescope angular resolution is assumed to be 0.5 arc

sec instead of 1 arc Sec, all A/AA would be doubled.
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Table I

.... E (ev) p_ (lines/ram)
Y •

0.5 "105 i"105

! 102 4 8
ii , ,

103 20 40
:' • - .

-J' 104 8(0 1600
2"

Z2_

=._

m

Listed are the required aspect ratios for a grating made
of 9old, and used in n_vmal incidence, _s a function of

:_-ray photon enerqy, ET, and line density p_.

• 4

• 7'
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Table II

='_" + . TarK,'c

-" Dx(_ ) b b
'. o (r,_) I._ sx x

': Oy(mm) Os¥ b

• ;

_0 (=red) 1.7
; x

Photon beam cequirements

- _Oy (Brad) 1.6
, 2-t2-_

E1=f 3
-- " HCO). -2 -1 _-3 1022
_'" -_tcJu sec raa 3.9"

:" Axy t f2 I0"2

5.9"10"6_ 1,=+,_.. 1)sx(_) 0.3 _),l),o<-

+_.,_-_:" ( ;sx 2 _25.I.10_I._ Dsy(ca). O.3 L(cm)>.
_, _3. to" cml

__/. .,.

The left half of the table lists the assumed source parameters.

+' The right half contains the target parameters and conditions on

" tile beam as a function of the assumed fl,f2, f3 values. Here

2ox 20y are the diameters and A8x _y are the full angular widths
uf the S.R. beam along the x and y transverse dimensions, respectively.

as produced by the rin_, and Ls is the distance between the port and
the first sllt. The N_°) refers to the case S.R. intensity without

any _nsertion device.

+- V-I_,

O..
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.I

:_I Table III
_;_! Case Effective F Lo Ld D Detector _ at X= 100

(cm) (cm) (cm) (cm) Element
-_ Slze (_m)

-;.: (A) 103 40 120 4 g,o00 _ i17

'_::! (A) 10_ 120 80 12 24,000 _ 26

"_ (B) 333 40 120 12 24,000 _ 39

i:_ 8.7
,_ (B) 333 120 80 36 72,000

,.. Parameters for various instrument designs.

J

O0000002-TSC 11



, . ,{f

l--IL

-:> T(sec) t
.:;• (1012) 1014
t

_:.,. (_o1°) lO_2
_,_C- by=20

t:, I010_, (108 )

i p-"

,.. 108'- 10 6:" ( )

i._..."• (lO 4) :].06

'- by:O 3_

_- (lo 2) _o4 by=lO-_

._ by=I0"2
_. (i0°) 102 z I z ,.>-

_-
'-,_" i i0 b:__ I0-2 I0-l

_'_ Figure,I. Exposure time, T, as a function of bx and bv computed from
;"-. Eq. (5) for the parameters listed in Table _I, assuming
:_. M=F=I. Two sets of times are given. The ones in parentheses

i_ refer to the case when the storage ring under consideration
_ -

_.." has an insertion device which increases the S.R. intensity
i_ and thus NO by a factor I02, while the rest of the numbers
_" refer to the case when such a device is absent.
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INVESTIGATION OF FOAM FLOTATION
AND PIIASE PARTITIONING TECHNIQUES

By

Ben L. Currln, Ph.D.
Department of Natural Sciences
Calhoun Community College
Decatur, Alabama

ABSTRACT

The present status of foam flotation as a separation
process is evaluated and limitations for cells and proteins
are determ[ned. Possible application of foam flotation to
separations in microgravity are discusu_d. Application of
the fluid mechanical aspects of foam separation techniques
is made to phase partitioning in order to investigate the
viscous drag forces that may affect the partitioning of celts
in a two phase poly(ethylene glycol) and dextran system .........................
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INTRODUCTION 'l

Separation and purification methods are of great impor-
tance both in research and in applied science and technology.
Foam separation methods have been utilized for many years in
the field of mineral processing and in recent years there
have been many new variations of these techniques in which
removals of species such as organic compounds and colloidal
substances have been achieved. The use of foam flotation

methods for separation and purification of proteins and cells
is somewhat limited due to the sensitive nature of these
substances.

Phase partitioning is a separation technique that has
great promise in the area of biological materials. The main
advantage of phase partitioning over foam flotatios_ for the
separation of cells and proteins is the ability to separate
cells and proteins without damaging their fragile structures.

Because these two separation techniques are similiar,
it is helpful to apply principles of one technique to the
other Jn order to better understand and improve each method.

V1-3



OBJ IC(:T1V I,S

I. To evaluate the present status of fo_m flotation as
a separation process on earth.

fI. To determine the present achivements and limitations
of foam flotation in the separation of cells and proteins.

]T]. To investigate the fluid mechanical aspects of phase
part_tioninB.

Vl-4
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FOAM FLOTATION

Foam flotation is a subdivision of an extensive ares of

separation methods known as adsorptive bubble separation
techniques. These techniques are based on the difference

in surface activity of the substances in a solution or sus-

pension. Substances which may be molecular, colloidal, or

macroparticulate in size are selectively adsorbed or attached

at the surfaces of bubbles rising through the liquid. This

allows their separation and concentration in a small volume

of collapsed foam. A substance which is not surface active

itself can often be made effectively surface active through

interaction with a surface active species.

The Gibbs equation (I) describes the adsorption of surface

active species from aqueous solution at a gas-liquid iltter-
face. For a two component (water - solute) system in which

the dividing surface between the gas phase and solution is

chosen so that the surface excess of the solvent Js zero,

the Gibbs equation is given by

C = - __a d Y (1)
RT da

where _ is the surface excess of the solute, a is the activ-

ity of the solute, and Y is the surface tension. The ratio
_/a is a ratio of the amount of solute at the interface to

the amount in the bulk solution. Figure 1 shows the effect

of adsorption of solute at the interface on the surface •
tension. At low concentrations there are few surface active

molecules ,r ions present to lower the surface tension. At

higher concentrations,.the adsorption of the surface active

species increases. In this concentration range, separation

of surface active species from the solution may be achieved
by an adsorptive bubble separation method. At high concen-

trations, the formation of mice]les, aggregrations of long-

chained surface active ions into large charged units which

are surface inactive, results in poor removals by adsorptive
bubble separation techniques. Although the Gibbs equation

i_ based on t, quiltbrium conditions and cannot be applied
directly t_ ,idsorptive bubble separstion techniques, compar-

ison of the Gibbs equation with experimental results for

sutf:ictJnt removal by foaming has shown good agreement (2).

VI-5
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A classification scheme for adsorptive bubble separation
method._ is shown in Figure 2 (3). The techniques are divided
into i wo groups based _n whether or not a foam _s generated
for removal of material. A description of each method is

given by Lemlich (4).

Foam separation involves the passage of air or a gas
through the solution containing the species to be removed
and a surfactant. The adsorbed components are separated by

simply removing the foam and breaking it using various
chemical or mechanical methods. The simplest procedure is

the use of a batch system shown in Figure 3(a). This method
is not feasible for" a large-scale process, so Lhe continuous
mode of operation, shown in Figure 3(b), is used.

Foam separation methods are dependent upon a number of
variables, such as solution pl[, ionic strength, surfactant

concentration, gas flow rate, and specific adsorption of

competing ions.

There has been much activity in the theory and appli-

cation of foam separation techniques. Comprehensive general

reviews of separation by flotation were written by Clarke
and Wilson (5) and by Grieves (6) in which theory and models,

removal of metals, removal of anions and organic compounds,

and applied and large scale studies were reviewed.

The separation and purification of proteins on the basis

of surface properties is discussed in the literature. Some

examples of this technique include the concentration of

protein in starch wash water (7), the separation of urease and

catalase (8), the separation of the enzymes pepsin and renin (93,

recovery of protein from potato juice waste water (I0), and the .

separation of components of wood and paper pulp (II).

The npplLcati_n of foam flotation techni0ues to the

separation of proteins, enzymes, and cells is somewhat
limited due to the possibility of denaturing the species of

interest. A protein m,Jlecule is a polymer of amino acids

containing hydrophilLc parts on its surface and hydrophobic

parts, most of which are located in the interior of the
molecule. When . protein is exposed to an air-wt_ter inter-

face, the stresses may cause alteration._ in its structure.

Although the denatured protein is una|,le t(_ carry _ut its
biological function, it may be useful a_ a sourer, 4)f food.
Examples at l)rotein._ that are denatured upon contact with
_urfat:es are albumLn and hexokinase. Examples of enzyme

pr(,teins that are not denatured when in contact with
._urfates are trLpeptido synthetase, lactic at id dehydro-
gonase, cat_ll_lse, amylase, cellulase, d-amino acid oxidase,
aryl pvruvate keto-enol, and automerase (12).
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PHASE PARTITIONING

The development of separation and purification methods

for proteins, nucleic acids, and whole cells is of extreme

importance to fields such as cell biology, pathology, and
biochemistry. A frequently encountered problem in biotech-

nological experiments is the isolation of the species of

_ terest from complex mixture_ f degradative enzymes,

p oteins, nucleic acids, and cellular debris. The intol-

erance of the products to any but the mildest solvent or

thermal environments severely limits the range of conven-
tional engineering that can be used (13).

_ There has been increasing interest in the application of

liquid-liquid distribution techniques using special aqueous
phase systems prepared by mixing aqueous solutions of two

incompatable polymers prepared in concentrations such that

phase separation occurs and each phase is enriched in one of

the two polymers. If biological materials, such as cells, I

are added to a system of this type, an unequal distribution I

of the material between the phases is observed. The basis i
for separation by a two-phase system is the selective dis-

tribution of substances between the phases. For soluble

substances, distribution takes place between the two bulk 1
phases, but when suspended particles are present, the inter-

; face may adsorb re|atively large amounts of mater_al.

Therefore, in the separation of cell particles there are

three "phases" to consider; the upper, the -inter, and the
lower phase (14).

A two phase system is formed when aqueous solutions of

the polymers dextran and poly(ethylene glycol) are mixed

above certain concentrations. The upper, less dense phase J

is enriched in poly(ethylene glycol) and the lower, denser I
phase is enriched in dextran. By addition of certain salts, !
the system can be made comparable with cells. When cells are [

added to such a system, they will partition between one or }
both phases and the interface. T¢_ achieve equilibrium Jn a t
reasonable amount of time, the phase system containing the t
particles is shaken so that contact between the phases and
the cells may be tncreased.

It is possible t¢_ experimentally control the chemical
and l, hysical properties of the phases tn order to determine
the distribu" ion patlern _f the substance of interest. The

Ill_st imlJortant l'act.rs that determine partition in these
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::" systems are the surface properties of the cells. Added
salts can create a Donnan potential which can interact w_th
the cell surface potential. Also, various affinity ligands
may be attached to one of the polymers to increase the degree,
to which it adsorbs to the cell surface.

A quantitative representation of cell partition is

:_: K = constant x exp(AG/fkT) (2)

where K is the partition coefficient (ra_'.o of tne number of
cells in one phase to number of cells at the interface), _G
is the free energy of the cell in one phase relative to that
at the interface, k is Boltzmann's constant, T 2s the absolute
temperature, and f is a factor that represents a randomizing
energy.

It has been shown that if thermal energies were the only
i,_ factors that caused distribution of cells in these systems,
_=. all cells would be adsorbed at the interface (15). Experi-
F: mental results imply that an unknown randomizing energy

causes cells to be removed from the interface (i. e. f e 20).
Two possible sources of this unknown energy are fluid shear
stresses during phase separation and the addition of k knetic
energy to the cells when the system is shaken. In order to
increase the efficiency, sensitivity, and resolution of
phase partitioning, a better understanding of the nature of
this randomizing energy is necessary.

.
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C.ON(',I,IIHIONHANI) RECOMMENDAT[()N_

[Jnder conditions of low 14rarity, it should be possible
to investigate the behavior of foams in order to determine

ways to improve the techniques of foam flotation and to
carry out separatiuns that are difficult to achieve on Earth.
The buoyancy force of a gas bubble in a fluid is the driving
force behind foam separation methods. Since this buoyancy
force is proportional to the acceleration of gravity, exper-
iments carried out under conditions of microgravity will be

characterized by a virtual elimination of buoyancy forces.
This should allow gas bubbles to remain in suspension for
long periods of time, facilitating the determination of

interfacJal properties.

!-. Two problems associated with foam separation techniques
are uncontrolled rise of bubbles of different sizes and the

drainage of wet foams. [f a bubble is too large, its rapid

rise through a liquid may result in the stripping of adsorbed

particles by viscous forces and in the inability of certain

particles to be attached. A wet foam may be stripped of

adsorbed particles by drainage of liquid through the inter-
stices of the bubbles. Both problems Leuld be minimized by

the absence of the buoyancy force under microg,'a',ity conditions.

The use of electrophoresis as a controlled driving force for

bubble movement in the absence of gravity is feasible.

An understanding of the randomizing ,:nergy that results

- in the removal of cells from the interface of the two phases

duriug phase partitioning would be helpful in optimizing
[he effectiveness of this method. Some fluid mechanical

aspects of foam flotation may be utilized in estimating the
various forces that affect phase partitioning. Durin_ the

separatiun of the phases, cells are attached to the interface
between droplets of one phase and the other pha_e. This is
somewhat similiar to the ntt_chment of particles to an air-
water interface on n rising bubble. Using the approach of
Clarke aud Wilson (l(,), the free energy change duritg the
_l[l_l(:hlllellt of a cell t() the i_lterface between two phases may
be al_pr_ximated by

"-_(; = -Y,Z11" rZ- ( I - r-os o)Z (3)

whet(, _,'_. is the interl_l('inl tension, r is the cell rndius_ and
i,_; thf, ('onta('l _ingle between the cell and the [we phases,

t
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®

The visco.s forces on a cell attached to a droplet can be
approximated by

Fv = 31raZ_ v/r (4)

where a is the cell radius, _ is the viscosity of the
liquid through which the droplet is rising and r is the
radius of the droplet.

h chamber has been designed to investigate the effects
of the above factors on the attachment and detachment of cells

to phase droplets and is shown in Figure 4. The chamber
consists of a piece of square glass tubing with an inner width
of 3 mm. A small, circular, glass capillary tube (0.300 mm
I. D. and 0.550 mm O. D.) is attached through the wall of the
square tube so that its tip is in the center. The circular
capillary is connected to a syringe to allow formation of
droplets at its tip. A microscope may be used to observe the
chamber. A solution of dextran is pumped through the square
tube so that laminar flow is occuring and a small droplet of
poly(ethylene glycol) solution is suspended from the circular
capillary. Cells may be present in either solution. The
flow of one phase past a droplet of the other phase will
simulate buoyancy and by adjustment of flow rate, the effect
of viscous forces can be observed.

Some recommended experiments are:

I. Observe the ef[ect of flow rate on cell attachment and
detachment. An increased flow rate will result Jn higher
viscous forces.
2. Observe the effect of solution concentration. This
factor will cause changes in interracial tension and in
viscosity.
3. Observe tile effect of temperature. This will cause
changes [n viscosity.
4. Observe the effect of droplet size and of cell size.
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MODELSOF THE UPPER AT_tOSPHERE

by

T. Michael Davis

Associate Professor of Physics
North Georgia College
Dahlonega, Georgia

ABSTRACT

i

_ Several computer models of the thermosphere are currently !

being used at Marshall Space Flight Center. J70_4j the Jacchia i

1970 model with matrix and matTix mean output, and J703X, the
Jacchia 1970, 1971, and 1977 models, are of prjJnaryinterest•
The subroutines in these programs were studied in detail, and i

; several mistakes were found and corrected. One subroutine was
modified substantially, i

Slowey has proposed that a weighted average of the three-
hour geomagnetic index be used in the models rather than a single
index value. The densities (for a given date and time) generated .i'
by the J705X program (all three models), using both a single
value of the index and weighted averages for three different
lag times, are tabulated and discussed I

_ .. Most o£ the equations used in the models are the results !
of empirical curve fits. An attempt was maae to generate a
theoretical prediction o£ the thermospheric temperature profile

-, based on a simple physical model of a_mospherlc heat conduction

_, ." in a spherlcally-symmetric sSell. ^Ithough this theory was de-veloped by others in the early 1960_s, an inaccurate model of
:'_ the variation of thermal conductivity, k, of gases with tempera-

ture was used. The "exponential heating" theory and the
temperature dependence of k are discussed.

Vlll-lil



LIST OF FIGURES

Figure
•number Title

i Applesoft program used to calculate Julian date VII-6
and solar coordinates.

2 Applesoft program used to calculate the VII-10

weighted average Kp.

S Applesoft program used to transform Kp values to VII-11
equivalent ap values.

4 Weighted average values of ap for 2230 UT, May VII-12
2S, 1967.

5 Weighted average values of ap for 1330 UT, May VII-15
25, 1967.

6 Weighted average values of ap for 0150 UT, May VII-14
25, 1967.

7 Percent difference between densities for consecu- VII-16

tire values of Kp for June 20, 1984, 1200 UT.

8 Percent difference between mode 0 densities and VII-17

modes I, 2, and 5 densities for June 20, 1984,
1200 UT.

9 Percent difference between two theories of thor- VII-19
mal conductivity and the experimental data.

A = 100(k(data} - k(theory))/k(data). i

1O Temperature profiles from Jacchia (1977) and VII-20 }
"exponential heating" theory, i

I
II Relationship between exospheric temperature VTI-21 i

and reference level heatin_ rate. J

VII-iv

O0000002-TSE08



LIST OF TkTLES

Tab Io

number Tit1..l_.ee

1 Solar hour angles for 0000 UT and 0° longitude. VII-3
A = Iprogram value I -[Almanac value I .

2 Solar coordinates for 0000 [rr. vii-4

s Densities (10-15 g/cm3) for .June20j 1984, VII-11
1200 UT.

VIJ-v

O0000002-TSEO!



INTRODUCTION

The thermosphere extends from an altitude of approximately
90 kilometers to hundreds of kilometers. The temperature in this

region rises from about 200 K to, generally, well over 1000 K_
and the density falls from around 10 9 g/cm3 to 10 -16 g/cm $,
depending on solar, geomagnetic, and other conditions.

The Space Shuttle orbits the earth in the thermosphere.
It is highly desirable, therefore, for one to be able to predict
accurately the conditions - temperature, densities of gaseous
components, total density - in the upper atmosphere. For this
purpose many models of the upper atmosphere have been developed.
Researchers at Marshall Space Flight Center have preferred the
use of Jacchia*s models (Jacchia, 1970; 1971; 1977), which they
have had adapted to the computer.

OBJECTIVES

The objectives o£ this study were to:

1) determine whether there were any mistakes in the MSFC
computer programs and correct any that were found,

2) improve the computer models,

3) make trial runs of the JTO3X model, . "

4) study the feasibility of using a weighted average
geomagnetic index in the calculations rather than
a single (at the time of calculation) value, and

5) investigate atmospheric heating theory to, if
possible, suggest enhancements.
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NODIFICATIONS Of: THE JACCHIA COMPUTERMODELS

Two FORTRAN programs on the Atmospheric Sciences Division's
Iiewlett-Packard1000F computer are of p_imary importance in this
study. J70t4_,the Jacchia 1970 model with matrix and matrix moan
output, has long been the preferred program, and J703X, the 1970,
1971, and 1977 models, is essentlally untried. Many of the sub-
routines used in J70_4 aJso appear in J703X; therefore, most
modifications will apply to both programs.

Some modifications (Davis, 1984) are required by mistakes in
the programs; some are suggested by improvements in accuracy and
function. These modifications have boon incorporated into the
models and the programs saved under new names. J84MM is the

improved version of J70MM. JSX12, J3X15, and J4XI5 are improved
versions of J705X. J3X12 is used for low altitude calculations,

i
where the density is about 10"12 g/cm3, and JSXI5 is used for high
altitude calculations. J4X15 is the same as J3X15 except that
only one run of date, time, and altitude is allowed. J3X12, for
example, is run on the Hewlett-Packard by typing RU,J3X12::54
after LO_ON has been execrated.

One note of caution is in order. The "i;_proved"versions of
J703X were changed with specific requirements in mind. The result
was that program size limitations forced restrictions on what the
new programs could do. J3X12, for example, generates only total
densities in matrix form (with matrix mean) for only certain
latitudes (-90 to +90, increment 10) and longitudes (-180 to

_160, increment 20), and these densities can not be over
9.999(10)-12 g/cm3. Also, due to the placement of the altitude
"DO loop," only one altitude case can be run at a time, even
though one is asked to input the number of cases. Up to about
four different date/time cases n_y be run at once, but after that
the dimension of some array variables becomes a problem, causing
an inaccurate output.

The I_E SUBROUTINE, which calculates Julian date and solar
hour angle, was altered substantially. The old program (J70MM and
,1703X),new program (J84MM and J$XI2), and Astronomical Almanac
(e. g., 1983) values of solar hour angle for six dates are given in
Table I. Note that old program values are typically about one*
half degree off. This discrepancy becomes greater as time
advances on the date in question, because the coordinates of the
sun arc assumed constant, causing a variance of almost 2 degrees.
_e solar coordinates are modeled more precisely in the modified
programs as can be seen from the data in Table I and Table 2.
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New Old
Almanac program program

value value value
Date

Mar 08, 1969 177725417 177726961 177785066
A = 09015 A = 09576

Aug 22, 1969 179725417 17972_361 17979_659
A = 0T019 A = 07692

_ _78_49_8_ 1787_964 -17779_628Dec 13, 1969 _
A = 070006 A = 0T49

Jan 01, 1983 179721667 17972_264 17976_572
A = 07004 A = 0743

Jul 07, 1983 178_96667 178_9_345 17976_838
A = 07013 A = 0733

Sep 09, 1983 -179740833 -17973_853 -17878R732
A = 0T010 A = 0740

Table 1. Solar hour angles for 0000 UT and 0° longitude.
-lprogr_ ,aluel -IAl_na_ ,al,el.
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'rnble 2 lists the solar coordinates as calculated by the new
programs (top row for each date) and the coordinates given in the
Almanac (bottom row for each date). Note that the differences
between new program and Almanac values never exceed about I minute

for solar hour angle, 2 minutes for celestial longitude, 36 seconds
for declination, and 9 seconds for right ascension.

The length of this report limits discussion of the reasons
for the changes in SUBROUTINE TMI_. A detailed analysis has been
written and is available upon request. Figure 1 is a listing of
the Applesoft (BASIC) program writtcn to calculate Julian date
and solar coordinates. It contains all the modifications of the
FORTRAN program.

WEIGHTED AVERAGING OF THE GEOMAGNETIC INDEX

The strength of the earth's magnetic field is not constant.
The (primarily solar activity-induced) variations in field
strength are constantly monitored, the disturbances being reported

as one of several geomagnetic indeces. The most common indeces I
are K and a , which are obtained at 3-hour intervals during the
2 P P4-hour day. Kp and ap give essentially the same information,

but they differ in that av is a linear scale ofmang_getic dis- iiturbance, measured in units of gammas (I Tesla ffiI0 gammas), i
and Kp is approximately logarithmic. The Kp scale runs from 0
for "very quiet" to 9 for "very disturbed"; ap values range from
0 to 400.

The temperature and density of the upper atmosphere rise
with the level of magnetic disturbance. There is a lag time
between the time of disturbance and the resulting change in
density, the duration of lag time being smaller at higher lati-
tudes. Until recently, the standard procedure was to simply
use tile Kp index which occured 6.7 hours prior to the time at
which the density was to be calculated, regardless of latitude, i

The Jacchia 1977 model incorporates a latitude dependence in the i
use of Kp.

I

The possibility that a single value of Kp at a given tag
time may not be sufficient to account for resxdual effects of

preceding values of Kp was suggested by Slowey (1984). He
proposed the use of a weighted average of the form (with his
constant, c, set equal _o 1 day-l)
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Celestial Right
l_ongitude Declination ascension

Date

Jan 00, 1957 279017'09 '' -23°07'11 '' 18h40m25 s
279°18,03 ,, -23007,02 '' 18n40m29s

Apt 01, 1957 10059'42" 04°21'07" 00_.40m26s
11°00,03,, 04°21,17 ,, OOn40m275

Aug 01, 1957 128027'26" 18°09'11" 0Eh45m32s
128028,08'' 18°08t49,, 08n45m36s

Dec 01, 1957 248°32'16" -21045'58 '' 16.h27m13s
248°31,32 ,, -21043,49" 16n27m12s

" Jun 20, 1968 88°44'12" 23°26'14" O5.h54m30s
88043 '07" 23026 '22" 05ns4m25s i

!,

Apr I0, 1969 19°57'17'' 07°48'12'' 0Lhlsm42s !
19°56,5o" o7°48'Ol" oznz m59s i

Dec 06, 1969 255041'59 '' -22026'54 '' 16h49m17s _!
253041 '08" -22026'59" 16n49m15s ,i

Feb 15, 1971 325°37'14 '' -12058,56 '' 21hslm32 s i
325°38'59'' -12058'25" 21nSlm39s

May 15, 1971 53°32'46" 18°39'45" 03.h24m38s
53031'33" 18039'34" 03n24m34s

Aug 15, 1971 141030'25'' 14°20'13" 09h35m32S
141031'15" 14019'52" 09n35m38s

Nov 15, 1971 231°58'18" -18015'46 '' lsh18m13 s
231°56 t52 ,, . 18015,38" 15n18m10s

Hay 04, 1974 43010'25'' 15047'43'' 02.h42m53s
45009 '43" 15°48'19 '' 02n43m02s

P'_b15. 1983 325°42'44'' -12°57'01'' 21.hs1m55_
325°44,21" -12056,42'' 21n51m57s

Nov 15, 1983 232003'50'' -18°17'08" 15h18m36s
232°03'17" -18016'51 '' 15h18m31s

Table 2. Solar coordinates for 0000 UT.
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I DIM ID(12)
2 DATA 31,28,31,30,31,30,31,31,30,31,30,31
3 FOR I = 1 TO 12
4 READ ID(I)
b NEXT I
10 HOME
20 PI = 3.141592654
30 INPUT "DATE (YYYY(>I800),MM_DD) -.";YY,I_4,DD
32 ID(2) = 28
55 GOSUB 1040
40 INPUT "TIME 0P DAY (HH,MM) = ";IH,II_l
50 INPUT "LONGITUDE (- WEST, + EAST} = ";hNG
60 GMT = 60*IH + IM
70 JC = (J - 2415020.5)/56525
80 GP = 99.69098553 + 36000.76892"JC + 0.00058708"JC^2

* 0. 250684477*GMT
90 GP = GP - (INT(GPI560))*360
100 RP = GP + LNG

110 RP = RP - (INT(RPI360))*360
220 JD = J - 2435839 + GMT/1440
230 LS = 0.0172028"JD + 0.033S*SIN(0.017202*(JI)- 3))- 1.407
240 YR = INT(LS/(2*PI))
250 LS = LS - 2*PI*YR

260 LS = LS'(I80/PI)
270 D = INT(LS)
280 X = (LS - D)'60
290 M = INT(X)
300 Z = X - M
310 S = INT(Z*60 + 0.5)
320 XJ = (JD + 20819)/36525
330 EPS = 23.4523 - 0.013"JC
340 EPS = EPS*PI/180
350 LS = LS*PI/180
360 U = SIN(LS)*SIN(EPS)
370 SDA = ATN(UISQR(-U*U + 1))
380 V = TAN(SDA)/TAN(EPS)
300 RAS = ATN(V/SQR(-V*V + 1))
400 GOSUB 600
410 SDA = SDA*180/PI
.20 RAS = RAS*12/PI
430 IF SDA<0 THEN GOSUB 770
440 IF SDA<O THEN GOTO 500
450 DD = INT(SDA)
460 XD = (SDA - DD)*60
470 MD - INT(XD)

Figure 1. Appleso£t program used to calculate Julian date and
solar coordinates,
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480 ZD = XD - biD
490 SA = INT(ZD*60 + 0.51
500 DR = INTCRAS)
510 XR = (RAS - DR)*60
520 MR = INT(XR)
530 ZR = XR - MR

540 SR = INT(ZR*60 + 0.5)
545 PRINT : PRINT "JULIAN DAY = ";J

550 PRINT : PRINT "CEL LONG (D,M,S) = ";D; TAB(24);M; TAB(28);S
560 PRINT : PRINT "SOL DECL (D,M,S) = ";DO;TAB(24);MD;TAB(28);SA
570 PRINT : PRINT "RIGHT AS (H,M,S) = ";DR;TAB(24);MR;TAB(28);SR
572 RAS " RAS*PI/12
575 SHA = (RP*PI/180 - RAS)*180/PI
577 GOSUB900

580 PRINT : PRINT "SOL HR ANGLE= ";SHA
585 PRINT : PRINT : GOTO20
590 END

600 RAS = ABS(RAS)
610 TEMP = ABS(LS) i
620 IF (TEMP - PI/2)<= 0 THEN GOTO 730 !

630 IF (TEMP - PI/2)> 0 THEN GOTO 640 i

640 IF (TEMP - PI)<= 0 THEN GOTO 660 I
650 IF (TEMP - PI)> 0 THEN GOTO 680
660 RAS = PI - RAS

670 GOTO 730 j
680 IF (TEMP - 3"PI/2)<= 0 THEN GOTO 700 !
690 IF (TEMP - 3"PI/2)> 0 THENGOTO 720 _
700 RAS = PI + RAS i
710 GOTO730
720 RAS = 2*PI - RAS
730 IF LS < 0 TI_N GOTO 750 ",
740 IF LS >= 0 THEN GOTO 760
750 RAS = -RAS
760 RETURN
770 SDA = -SDA

780 DD = INT(SDA)
790 XD = (SDA - DD)*60
800 bid= INT(XD)
810 ZD = XD - MD

820 SA = INT(ZD*60 + 0.5)
830 DD ---DD
840 SDA = -SDA
850 RETU_!

900 IF SHA < 0 THEN GOTO910
905 IF SHA "= 0 THEN GOTO 940

Figure 1. (cont'd)
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910 IF (SILA + 180) < 0 TH_N GOTO920
915 IF (StIA �180)>= 0 Tt_N GOTO970
920 SHA = SHA �360
930 GOTO910
940 IF (SHA - 180) <= 0 TI-_N GOTO970
945 IF (SHA - 180) > 0 TtlEN GOTO950
950 SHA = SHA - 560
960 GOTO940
970 RETURN
1040 IF (Y¥ - 4*(INT(YY/4))) = 0 THEN ID(2) = 29
1042 IF (YY - 100*(INT(YY/IO0))) <> 0 THEN GOTO 1050
]045 IF (YY - 400*(INT(YY/400))) <> 0 THEN ID(2) = 28
1050 IF (_ - 1) <> 0 THI3NGOTO 1080
1060 ID = DD
1070 GOTO 1140
1080 I(E= I_4- 1
1090 ID = 0
1100 FOR I = 1 TO I_
1110 ID = ID + ID(1)
1120 NEXT I
1130 ID - ID + DD
1140 DY = ID/3_5.2422
1150 J = 2578496 + 565"(YY - 1800) + ID
1155 XX = AI_S(YY- 1801)
1160 LDD = INI(XX/4)
1165 IF YY >1900 AND YY < 2100 THEN LDD = LDD - 1
1170 J = J + LDD
1180 RETURN

Figure 1. (cont'd)
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Kptt) exp(- (to- -t) )
t-to-_-5

K (to) - ' - . (1)

h _xp(- (to-T-t))

t=to-_-5

where to is the time of calculation of density or temperature,
is the lag time in days, and t is the variable time between
to - • - 5 days and to - _ days.

The Applesoft program listed in FigUre 2 was used to calculate
K_ for three dif£erent times on May 25, 1967, leading up to the
large magnetic storm. The program listed in Figure 5 transformed

the averaged .Kp values to equivalent ap values, which are required
as input to the J705X computer model. The 5-hour £p values must
be typed in the Kp-averaging program as DATA statements 80
through 120. The program then generates K_ values for three lag
times (0, 3, and 6 hours) averaged for times ranging from S days, ',
as suggested by Slowey, to 1/8 day. The results for 2250 UT, i

1550 trr, and 0150 UT are shown in Figures 4, 5, and 6, respectively, i

These times were chosen to correspond to LOGACSdata given by i
DeVries (1971). The accelerometer-measured densities were taken
from DeVries' paper, and the 10.7-cm solar radio fluxes for this {

date wcre obtained from MSFC sources. It was not clear at what i
altitudes the accelerometer measurements were made, so the perigee
of each orbit (145 km for all orbits considered) was used in the

calculaticn. These data were input to JSXI2 and the value of ap
changed until the density generated by mode 3 (the full magnetic ..
coordinate-dependent 1977 Jacchia model) was equal to the density
given by DeVries. These values of av are indicated by horlzontal
lines in thv figures. Two lines are-drawn in Figure 4 because it
was not clear from the DeVries data which of two values of density
should be used for 2250 UT. It may be that the two measurements
were made in the same orbit at different altitudes and latitudes.

The results shown in Figures 4 and 5 suggest a weighted
average of less than 1 day wi_h a short lag time. Results in
Figure 6, however, indicate no match at all. Clearly, no trend
in lag time and averaging time can be deduced from only these
three cases in which the nature of the experimental data is not
well defined.

Since ,Isefuldata were not available for comparison, a
contrast of models similar to (but not as extensive as) that
done by Johnson (1985) was carried out. The data chosen for
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5 itOME
10 DIM SU(12): DIM KPC43): DIM D(12)
20 SUM= 0
30 FOR I " 1 TO 12
40 DATA 8.4598, 8.3729, 8.1565, 7.494, 5.7475, 5.3796, 4.9627

4.4904, 3.9551, 3.3486, 2.6613, 1.8825
50 READSU(D
60 NEXT I
70 FOR I = 0 TO 42
80 DATA8.533, 5.333j 1, 2, 1.667, 2.353, 4.333, 3.333
90 DATA2.533, 1.667, 1.667, 1.535, 1.667, 3.333, 4, 1.667
100 DATA 1, 1.335, 1, 1.667, 0.667, 0, 0.533, 0.333
110 DATA 0.333, 0.667, 1.335, 1, 2.335, 2.355, 3.$33, 1
120 DATA 0.667, 1, 0.333, i, 1, 2.533, 1.333, 1, 0.667, 1, 1.333
130 READKP(I)
140 NEXT I
150 FOR I = 1 TO 12
160 DATA 5, 4, 3, 2, 1, 7, 6, 5, 4, 5, 2, 1.
170 READD(I)
180 NEXT 1
190 FOR J = I TO 12
195 IF J > 5 THEN D(J) = D(J)/8
200 FOR K = 0 TO 2
220 FOR I = K TO D(J)*8 + K
240 SUM = KP(I)*EXP(-(I - K)/8} + SUM
245 NEXT I

250 AVG = SL_/SU(J)
255 AVG = 0.O01*INT(AVG*1000 + 0.5)
260 IF D(J) < 1 THEN GOTO290
270 PRINT D(J);'t-DAYAVG FRO_IT MINUS ";K*3;" H = ";AVG
280 GOTO 300
290 PRINT D(J)*8;"/8-DAY AVG FROM T MINUS ";K*3;" H = ";AVG
300 SUM = 0
310 NEXT K
315 PRINT
320 NEXT ,I
330 END

Figure 2. Applesoft program used to calculate the weighted average
Kp.
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mode

K.p . 0 ! _ 2 5

0 0.4574 0.4574 0.4574 0.4574

1 0.5443 0.5183 0.5179 0.5163

2 0.6002 0.5883 0.5875 O. 5840

3 0.7157 0.6711 0.6699 0.6642

4 0.8271 O. 7741 0.7725 0.7641

5 0.9476 0.9112 0.9092 0.8968

6 1.0939 1.1141 1. 1116 1.0921

7 1. 3422 1.4604 1.4572 1.4222

8 1.7482 2.1870 2. 1843 2.1047

9 3.0399 4.2077 4.2218 3.9851

Table 5. Densities (10-15 g/cm3) for June 20,._19_,_12Q0_IIT__ .....

i

20 DIM AP(29): DIM KP(29)
30 HOME

40 DATA O, 2, 3, 4, 5, 6, 7, 9, 12, 15, 18, 22, 27, 32, 39, ..
48, 56, 67. 80, 94, 111, 132, 154, 179, 207, 236, 300, 400, 0

50 FORJ = 1 TO 29
60 HAD AP(J}
70 NEXT J
80 FOR I = 1 TO 28: KP(I) = (I - 1)/3: NEXT I
90 INPUT "KP = ";K
I00 FOR I = I TO 28

110 IF KP(1) > K THEN GOTO 130
120 NEXT I
130 I= I - 1
140 FRAC -- (K - KP{I))*3
150 AP = AP(I) + FRAC*(AP(I + 1) - AP(I))
160 PRINT : PRINT "AP = ";INT(AP + 0.5)
170 PRINT : PRINT : GOTO 90

Figure 5. Appleso£t program used to transform Zp values to
equlvalent ap value_,.
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Figure 4. Weighted average vatues of ap for 2230 UT, Hay 25, 1967.
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Figure 5. Weighted average values of ap for 13S0 UT, _lu)' 25, 1967.
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Figure 6. Weighted average values of ap for 0130 UT, May 25, 1967.
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input to JSX15 were: date/_ime June 20, 1984, 1200 UT, radio flux
150, average radio flux 150, and altitude 500 kin. The densities
generated by the different modes in JSXI5 for different values of
_ are listed in T_ble 3. Note that at 500 km altitude mode -1

97I model) densities are equal to mode 0 (1970 model) densities
and, so, are not listed. Modes 1, 2, and 3 are reSults of differen_
ways of treating the 1977 model. Figure 7 shows how the densities
change with an increase in Kp for the different modes. The
percent difference is

A = (oCKp) + pCKp - 1))/2 x 100 . C2)

Figure 8 shows how the de_sities of modes 1, 2, and 5 compare
with those of mode 0, the 1970 model being the one most commonly
used at MSFC. The percent difference here is

p (mode O)

where n is 1, 2, or $. Note that the differences become quite
large for large Kp.

ATMOSPHERIC HEATING THEORY

It can be shown (Iribarne and Cho, 1980) _hat a simple model
in which monochromatic radiation normally incident on an atmosphere
consisting of one species of absorbing molecule that exhibits an
exponential distribution in height results in heating of the
atmosphere that is also exponential in nature. This so-called
"Chapman profile" of rate of heating versus altitude can be
approximated (Cole, 1962; Harris and Priester, 1965) by

Q = Qoexp((r - ro)/h) r £ r o , (4a)

Q = QoexpCCro - r)/h) r > ro , (4b)

where Q is the rate of heating in crgs cm"3 sec -I, r is the distance
from the center of the earth, Qo and re refer to the level of
maximum heating, and h is a constant scale distance.

The steady-state heat flow equation for a spherical shell is

d k_r) (5)d"_ (4_r2 = 4_r2Q(r) '

where k is the thermal conductivity of the gas making up the
atmosphere and T is the temperature. The solution of this equation
now depends on what function of the temperature is used for the
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thermal conducti vity,

:;imple kinetic theory involving, collisions of hard spheres gives

k = AT1/2 , (6)

. where A is a constant equal to 180 erg cm"1 sec -1 K-3/2 for
nitrogen (N2). The thermal conductivities of air and nitrogen are
very nearly equal over a large range of temperatures. A least
squares fit to the thelnnalconductivity experimental data (Weast,
1982) gave

k = (21.9 -+0.8)T(0'824 +-0.005) . (7)

Loeb (1961) showed that refinements of the theory result in the
power of the temperature being closer to 0.75 than 0.5. Therefore,
as a compromise the power was taken as 0.8, and another fit to the
data yielded

k = (26.1 -+1.2)T0"8 . (8)

Figure 9 shows how equations (6) and (8) compare with the data.

If equations (4a) and (8) are substituted in to (5) and the

resulting equation integrated from rl, T1, (dT/dr]l to an arbitrary
point r, T, we get

T1"8 = T11'8 - 1.8(l/r- 1/rl)rl2T10'g(dT/dr)l

+ (l.8Qoh2/26.1)CexpCCr-ro)/h} - exp ((rl-ro)/h)}

+ (1.8Qohr12/26:1)(1/r - 1/rl)exp((rl-ro)/h), r<_ro. (9)

A similar equation is obtained for r _ ro with r2, T2, (dT/dr)2 as
the upper limit to the integration. (Note that the use of k = AT_
(Cole, 1962) does not produce the results reported by Cole.) The
following parameters were chosen to best match the temperature
profile tmed by Jacchia (1977): rI = 6447 km, T1 = 188 K,
(dT/dr)1 = 0, r2 = 6757 km, T3 = 1000 K, (dT/dr)2 --0, ro = 6482 km,
Qo = 1.49(10)-7 erg cm-3 sec-1, and h = 45 km. The results of this
"exponential heating" theoretical calculation and the Jacchia (1977}
profile are shown in Figure 10.

It was also found that different exospheric temperatures, T2
or T_, require different values of Qo and h, as would be expected.
The relationship between Qo and T_ is shown in Figure 11. The total
f'lux,Qoh, ranged from 0.24 erg cm"2 sec-1 for Too--500 K to
1.38 erg cm-2 sec-1 for T_ = 2000 K, in good agreement with the
values given by llarrisand Priester (1963).
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Figure 9. Percent difference between two theories of thermal
conductivity and the experimental data.
A = 100 (k (data) - k(theory))/k(data).
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reference level heating rate.
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CONCLUSIONS AND RECO_IINDATIONS

The objectives concerning the computer models were satisfac-
torily achieved. Objectives 4 and 5 were met to a good degree.
Limitations of time and availability of data were crucial.

As a result of this study, the following recommendations

are put forth:

1) continue modification of the J705X program to remove the
restrictions in the new versions as discussed earlier (for
example, ask for input of latitude and longitude ranges, allow
for flexibility in output of density values by using E specifi-
cation rather than F specification in the FORMATstatements,
change order of calculations to allow more than one altitude
case),

2) obtain as much good density data as possible (with longi-
tude, latitude, and altitude) to complete the study of geomagnetic t
index averaging,

3) follow up on the question of the temperature dependence of !i
thermal conductivity of gases and how it enters into the Harris !

and Priester theory, which is a more realistic._odel..than..ti_e..or_e ......... !
used here and by Cole. .!
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SINGULAR ASYMPTOTIC EXPANSIONS IN NONLINEAR ROTORDYNAMICS

BY

WILLIAM B. DAY, Ph.D.
ASSOCIATE PROFESSOR O_ COMPUTER SCIENCE

AUBURN UNIVERISTY, ALABAMA

ABSTRACT

During hot firing ground testing of the Space Shuttle's
Main Engine, vibrations of the liquid oxygen pump have " I
occurred at frequencies which cannot be explained by the !
linear Jeffcott model of the rotor. The model becomes i

nonlinear after accounting for deadba_, side forces, i
and rubbing. Two phenomena present in the numerical
solutions of the differential equations are unexpected
periodic orbits of the rotor and "tracking" of the
nonlinear frequency. A multiple-scale asymptotic
expansion of the differential equations is used to give
an analytic explanation of these characteristics.
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_1_'_., Ti* ' I'tl_ %. . "

I. Introductlon:

Excessive vibrations of the liquid oxygen turbopump
in the Space Shuttle's Main Engine have been recorded
during hot firing ground testing. Examination o£ the
power spectral density (PSD) plot reveal £requ_._cies
which cannot be explained using the linear rotordynamics
model of Jeffcott [5]. Consequently, numerous investi-
gations have been undertaken to study such rotors and to
provide descriptions of the solution of the two, coupled,
second-order differential equations which describe the
motion of the rotor's center of mass. Following the early
work in rotordynamics by Yomamoto [7], one introduces a
nonlinearity to the Jeffcott equations by including the
effect of bearing clearance or deadband. In the pump this
deadband refers to the load carriers (ball bearings) and
physically describes the clearance between the outer _ace
of the bearing and the support housing. Both empirical
results by Childs [1,2] and Gupta et al. [4] and numerical
solutions using the fourth order Runge-Kutta algorithm by
Control Dynamics Company [3] have been helpful in under-
standing the rotor's motion for the nonlinear problem.
This report extends the earlier work by using analytic
expressions obtained from singular asymptotic expansions
(methods of multiple scales) to quantize the solution.

Section 2 presents the general analysis o£ a Jeffcott
rotor with deadband and sinusoidal forcing. This discus-
sion includes a derivation c£ the characteristic, non-
linear frequency which is responsible for "tracking", a
shift in the subsynchronous frequency as a function of the •
external force. Then the method of multiple scales provide_
justification for inclusion or exclusion of the subsynchro-
nous term in the solution expression.

Section 3 displays three examples. The first example
illustrates the major theoretical devices of section 2.
Example 2 uses data from CDC report [3] where the subsyn-
chronous frequency begins at one-half the forcing frequency.
It reiterates the mathematical development of section 2.
The last example uses the data of example 1 to produce a
£requency-response plot for the nonlinear problem. How
this plot differs from the corresponding linear case and
what one may expect in the general case are the major points
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made in this example. All the examples use the method of
Runge-Kutta to obtain numerical solutions.

Section 4 concludes the report with brief descriptions
of extension and related problems. These include multiple
external forces (e.g. sideforce), rubbing, asymmetric stiff-
ness, and stability analysis.

2. General Theory:

The linear Jeffcott equations which describe the motion
of a rotor in the inertial, Cartesian coordinate system are
these:

(1.) m?=-Cs_-KsY-Qsz+mu_2cos_t

(2.) m_=-Cs_+Qsy-Ksz+mu_2sin_t

where

m = mass (kg.)

Cs= seal damping (kg./s.)

Ks= seal stiffness (kg./s. z)

Qs= cross-coupling stiffness cf seal (kg./ s.2)

u = displacement of the shaft center of mass
from the geometric center (m.)

= angular velocity of the shaft (rad./s.)

For the model to include bearing forces which hold the
rotor in position, one adds the terms

- KB(y-y _/ 4_'z_) +_KB ( z - z 6 //_r_ 2 )

and

-uK B(y-y,_/__) -K B(z-z6/¢_+_),

respectively, to the right-hand sides of equations (1.)
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and (2.). Here KB (kg./s. z) is the bearing stiffness, 6
(m.) is the clearance or deadband between the housing _tnd
the bearing, and _ (nondimensional) is the coefficient of
friction between the housing and the bearing. These bear-
ing forces occur only when gy' ´�°
€�¼�otherwise,they are
zero. Equations (1.)-(2.) then become

(3.) _+(Cs/m)_+(1/m )[Ks+KBCI-_/r)]Y+C1/m)[Qs-vKBC1-6/r)]z

_U_O2COS_ot

(4,) _+(Cs'm) z-C1/m)[Qs-VKBC1-6/r)]y+(1/m)[Ks+KBCl-_/r)lz
=u,o 2 s in_0t

when r _g_ >6; otl_erwise, KB=0.

£quations (3.)-(4.3 can be put in nondimensional form using
a displacement g and a frequency o. Thus, using Yffiy/g,
Zfz/g, and Trot, the dimensionless equations are these:

(5.) Y''+CY'+[A+k(1-A/R]Y+[B-Bk(1-A/R)]ZfE_co:_¢t

(6.) Z''+CZ'-[B-vk(1-A/R)]Y+[A+k(1-A/R)IEfE_2sin_

where prime denotes differentiation with respect to T and
C=Cs/m/o, A=Ks/m/o 2, kfKB/m/o 2, BfQs/m/o 2,Affi6/g,Rfr/g,
E=u/g_ and _ffioJ/_.

Equations (5.)-(6.3 can be reduced to the following single
equation by defining W=Y+iZ:

(7 .) W' ' _CW'+{A+k(1 -A/IwI )+i [-B+Bk(1-4/IwI ) ] )WffiE_2exp (iST) .

Furthermore, the polar form of equations (5.)-(6.) is

(8.) R''+CR'+[A+k(I-A/R)-(O')2]R=E_2cos(¢_-O) ,
I

(9.) RO''+(2R'+CR)O,ffiR[B-uk(I-_/R)]+E¢2sin(_-@) I

where R=(Y2+ZZ) d2 and O=Arctan (Z/Y). Since U is nondimen- 1

sional and typically small, one may regard it as zero with- i
out affecting the qualitative results.

Consider the homogeneous (E=0) equation corresponding
to equation (7.3. If this equation were also linear (A=0),
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then exponentially growing or decaying solutions would
result for a given set of system parameters. In the special
case that (B/C)2=A+k, a sinusoidal solution is obtained with
frequency t_=B/C. To see this, consider the characteristic
equation for W=exp(m_):

m" +Cm+ [A+k-iB] =0

m=-C/2- +{ C_/4-A-k+iB} 1/_

m=-C-iB/C, iB/C.

In the nonlinear, homogeneous problem, k is replaced by
k(1-a/R); hence, if R is a constant, then there is a wide
spectrum for which (B/C) 2=A+k(I-a/R); i.e., if

(I0.) A< (B/C) "_<A+k,

then there is a constant value of R (with R>A) for which
(B/C) 2=A+k(I-A/R). This value of R is denoted by a and
the corresponding frequency by 30=B/C. This frequency is
labeled the characteristic, nonlinear frequency. Thus,
whenever inequality (I0.) is satisfied, equations (5.)-(6.)
with E=0 have steady-state solutions Y--a cos(BoT) and Z--asin (£_).

The same results can be found from the polar equations
68.)-{9.) by assuming R and O' are constants. Then with E=O i
those equations become

IA+k(1-A/R)-(O')'_IR=0, C O'=B.

Thus, 6o--rl'=B/C and a=R=ka/(A+k-Bo2).

Notice that Bo=B/C<A+k={(Ks+KB)/m} lh /o=_o, the dimen-
sionless natural frequency of the linear system. Thus, in
considering the general nonhomogeneous problem, it is nec- tt
essary to be aware of these three dimensionless frequencies: t

t

I_0 - the characteristic, nonlinear frequency, i
I
!

,_0 - the natural frequency, I

,) - the driving frequency.
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Either 80 or _0 is an appropriate choice for o, the non-
dimensionalizing frequency. Correspondingly, one would
select either a (with _0)or u (with _0) as the base dis-
placement g.

One final rearrangement of equation (9.1 is made here
to emphasis the characteristic, nonlinear frequency:

(11.) W' '+(:W '+_Wffi¢f (W) +g_2exp (i_)

where K=A+k(1-A/a) +i[-B+uk(1-_/a)] and

fCW)=ka (l+iv)/oil/IwI-l/alW.

Asymptotic expansions may now be introduced to solve
equation (11.). The singular method of multiple scales,
as described by Nayfeh [6], is appropriate for this problem.
The method of averaging gives similar results.

Instead of one time scale T, assume the problem depends
on many time scales:

T0=z. TI=ET, T2=¢2t,...

Henceforth, only To and Tx are used. Let W(z)fW(To,Tx) =
Wo(To,Tx)+eWx(T0, Tx)+... Equation (11.1 becomes a partial
differential equation since

d/dr=(_/_T0) (dTo/d_) +(_/3Tx) (dTx/d_)=D0+eD,

and /d2/dr2)=(Do+_nx) 2.

Thus, one finds

(12.) (D0+eDx)Z(,q0+cWx+...)+C(Do+_Dx)(W0+eNx+...)

+K (No +_:Wl + • • • ) _- f (W0 +¢WI + • • • ) +Eqb 2exp ( i ¢T 0) •

Equating like powers of c yields

(13.) ¢ °:D,2Wo+CDoWo+<Wo=E¢2exp(icTo).

This is a linear problem with this steady-state solutlon

Wo=Mexp(i,_oTo)+Nexp(iCTo)
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where N=t".q_/(-¢2+'tC,;,+_:) and N=M(TI). To determine M one
must examine the ,:-order problem and chose b4 to eliminate
secular terms; see Nayfeh [6]:

,.I: l)_ 'W_+CWI+,WI=-2DoDIWo-CDIWo+f(Wo).

,,ith L=kt,,/,, the right-hand side of the last equation
becomes

- .' i _",o._1'exp ( i_0T0 }-CM' exp f i_0T0_

+I.(I/lWoI"I/a) [Mexpfi_oTo)+Nexp(iCTo) ]

_,here [W0)={]MI:+[N[_+,_Nexp[i(¢-_o)T0 ]*M_exp[i(_o-_)Tn])l/_

re avoid secular terms one requires that the collective co-
_'0T0) be zero Although an analyticefficient of exp (i,,

solution of the differential equation for M(T1) has not
been found, one can qualitatively assess hi based on a
similar problem (van der Pot's equation) and specific
numerical results (presented in the next section).

Since M(T:) is complex, it may be written as
_I(T1 ) =i, (T1) exp [ i_ (T1) ] . Thus,

W0=o(T1)exp[i_0T0+i_(T1)]+Nexp(ie0Tc) or, assumi_s
:?.(T1) is analytic near t=0, W0=o(T1)exp[iCF;0+_a)_+...] +
Nexp(i+_). Thus the fundamental frequency of the nonlinear
problem is not La,0 but _.=_0+e_+...; however, _ must reduce
to ,'0" when E:,Z=0, This frequency shift can account for the
phenomenon of "tracking" that has been observed experimentally
[2]. Similarly, the frequency ¥=_-_0 that appears in the

IWo I should be considered as ¥=_b-F.. Thencxpre._s ion for
1/IW0 IL shm_s all frequencies n5 and W0/!W0)shows all fre-
quencies n,-+l_, for n=0,1,... This suggest that hi has a com-
plex Fourier series of the form

n =_c_

Another factor of M must also be included since numerical
¢,xamples show that H:O if E_ 2 is greater than some fixed
value, this is _imitar t.o the behavior of the v_:n der Pol
oscillator; see (01. Thus, one may speculate that M has a
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_cror of the form F=I/[l nT_)]where n=n(E¢2).
.,.,-.would imply that F*I as _+® when n>O and F d�as

_*_ when n<0. Thus, M looks like

I/[l+exp(-nTx)] Y. s n exp (inyWl).
n _ -_

PSL plot,." of R show frequencies of n'_ only while plots
•of '.' show frequencies of ¢ and n¥±B.

3. Example,.\:

Example 1. In this example the system constants
used are these: '_=0, m=l lb.-s.2/in., Cs=240 lb.-s./in.,

--0., Kb=l,305,000 lb./in., Qs=200,000 lb./in.,
_s.0000285 in., and _=500 Hertz =1000II rad./s. Thus,
5-=833.33 rad./s, and a=.000060915 in. The system is made
nc'ndimensional using a for the g-displacement and _ for the
o-frequency. With these choices, the constants of this ;

'i
eq'_a'c ion ij

W' '+CW'+ [k f l-A/[W[)- iB] W=E¢2 exp (iCr) i'

have these values: C=.288, k=1.8792, 5=.467865, B=.288, and
4--6_/5.

•:igures 1 and 2 show changes in the solution Y vs. Z as E
assumes the values 100n/(lOO0_)2a for n=O,l,...,7. The
_raphs are plotted for .2<t<.5s. The initial circle
(fur E*O) opens into an annular region, which becomes larger
and thicker as E increases until a (transition) value of E
_ccurs and the coefficient of exp .(i_z) becomes zero. Thus,
W=Nexp(iCx), a circle of radius IN|. As E increases beyond
this transition value, the solution remains a circle
(figure 2.d) with radius [Nl=lE¢_/f-¢2+iC¢+k(1-a/lNl)-iB)l.

The characteristic, nonlinear frequency _0 is the angular
frequency of the circle when E=0, but this frequency increases
as E increases. This tracking phenomenon is displayed in the
PSD plots of figures 3 and 4 using the dimensional frequency t_',.
In these figures ont.), the 120-180 Hertz range is shown. At
E:7/10,000II'a. there is no frequency in this range; instead,
the circle is t:'anversed at the forcing frequency, .).
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Figure 5, a typical full PSD plot, is the case
E=4/10,000_2a. As shown earlier, one expects frequenci,:s
of _, and _ to appear, as well as harmonics of n_ ±

Thus, with _=150 Hertz, andwhere r=_-_ and n=l, ., ...
,,=5001Iertz, one predicts that the PSD plot will exhibit
peaks it 150, 200, 500, 550, 850, 900, ... Hertz.

Example 2. In this example, the system constants
from CDC[3] are these: U=0, m=.20422 lb.-s.2/in.,
Cs=200 lb.-s./in., Ks=200,000 lb./in , Kb=l,000,000 lb./in., ]
,,_=500 Hertz, Qs=Csw/2 lb./in., and _.0005 in. Thus,
V=250 ttertz=S00nrad./s, and a=.0007183 in. Figure 6 sum-
marizes changes in Y vs. Z as E varies by 250n/(1000n)2a,
n=0,1,...,4. These graphs are plotted for .45<t <.5s.

In general, if the time interval is sufficiently large,
the plots of annular regions will be completely filled '_,j
(visually if not mathematically). However, when the ratio
of S to _ is p/q for small, positive integers p and q, then
the curve actually falls on itself as time evolves and some ,
attractive patterns appear. Figure 6.d is a case where _'
_/y=5/4, and the picture would look essentially the same i
whether shown for .45<t<.5 s. (actual) or for .45<t<50 s.
On the other hand, figu?e 6.c is more typical and w_uld 1
show a black annulus for .45<t<50 s.

-- ,]

Example 3. This example uses the same data as example 1,
but considers variations in the forcing frequency rather i
than E; i.e., E=.7 and _ varies.

For each frequency ¢ one expects to see a plot similar
to one of those shown for example 1; thus, at each value
of _ either a circle or an annulus _ill describe Y vs. Z.
[:urthermore, based on continuity considerations, the _-axis

will be subdivided into intervais within which each curve il
is :1 circle or an annulus.

I

Example 1 showed that as E increased, the magnitude i
of the forcing function, E_ _, increased, anti all plots l
were circles above the transition value of E (and hence [

I!_,2). A more careful analysis shows that this transition i
value is based not on the magnitude of the forcing function,
but rather on the magnitude of the response at the forcing
frequency; i.e., on E_:'/(-_:+ic¢+K). In example 1, ¢ is far
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from B0 and the magnitude of the response is roughly E.
But in the present example, one must consider values of
¢ near and far from B0. For those values near B0, not
only the _ize of E but also the proximity of ¢ to B0
_;ill make the magnitude of the response large. Therefore,
one may predict that a circle at the forcing frequency will
be seen for a plot of Y vs. Z when ¢ is near B, except for
very small values of E. Elsewhere, one predicts an annular
region unless the value of E is large.

Figures 8 and 9 show the response values Y vs. Z for
.4<t<.5 s. as ¢ assumes the values .33, .385, .66, .99,
1.10_ 1.32, 1.43, 1.6S, 2.2, and 3.3 with E held at .7.
Here the o-frequency for nondimensionalizing is _0 These !i• rI

irregularly-spaced frequencies were chosen for these reasons: ,

a. .33 and .385 bound the value of transition from
annulus to circle;

b. .66, .99, 1.10 are values close to B; ii

c. 1.32 and 1.43 bound the value of transition from '!,
circle to annulus;

d. 1.65 has a nice picture;

e. 2.20 and 3.30 are limiting values of interest

At another value of E, the pictures would be similar although
the transition values would be different. The extreme case
E=0 is a circle of radius a with frequency B0, regardless of .
¢'s value. This was shown in figure 1.a.

If a three-dimensional plot Y vs. 2 vs. _(=¢o/w0) were
made for fixed E, one would find a frequency-response plot
similar to the usual plots in linear theory. In particular,
the maximum value of (Y2+Z2)lb occurs near _=1. This is
shown in figure 8.d where the scale is four times as large
as the scale of the other plots. The height of the response
curves corresponds to the radius of the steady-state response
when the plot is a circle or the outer radius when the plot
is an annulus. In general, these response curves will be
discontinuous at the transition points.
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4. Conclusions:

In studying the Jeffcott rotor with deadband and
sinusoidal forcing, one must consider those three fre-
quencies: (a) the forcing frequency _; (b) the natural
frequency, _, of the associated linear problem (deadband
=6=0); and (c) the characteristic, nonlinear frequency 80.
The frequency a' depends only on the forcing function; _0
depends only on the system parameters; 8, with its base
value _o, depends on both the forcing function and the
system parameters.

For a given system and a nonzero, external, sinusoidal
force, the y-z response is either a circle at the forcing
frequency or an annalus composed of the (major) frequencies

and _ as well as the (minor) harmonic frequencies 111
n(w-_)±8, for positive integers n. ii

Frequency-response curves for a nonlinear problem and
its associated (5=0) problem are similar, both reaching - ;_
a maximum near _=_o0. Each point of the nonlinear plot, _:
however, may represent either the radius of a circle or
the outer radius of an annulus. There are also jump dis-
continuities in the response curves at points of transition
between circles and annuli, i

Two related problems, which show similar results in i
preliminary analyses, are rotors with sideforces and rotors !i
with rubbing. Since the analysis of section 2 remains i
valid if E_" is replaced by one coefficient G, one may
consider sideforces as sinusoidals of the form Gexp(i_x)
where ,0=0. A rubbing problem may be reduced to a problem
with a sideforce if one examines the response in the rotating
rather than inertial coordinate system. Both of these pro-
blems will be considered more carefully in future work.

The principal obstacle remaining in this analysis is
that of finding an explicit expression for transition values;
i.e., expressing the transition point from an annulus to a
circle as a function of the system and forcing parameters.

This analysis does not allow two or more external forces
(e.g., mass imbalance and side forces). These problems appear
to introduce no new theory, but do increase the computational
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complications since one must consider not only forcing
frequencies _z,_2 ,..., but also harmonic frequencies
_1 L
¤�„�_l-W2petc.

Theaddition of asymmetric stiffness introduces diffi-
culties that promise intriguing analyses based on prelim-
inary Runge-Kutta solutions. Not only do the circle/annulus
plots become elliptic and occur with their axes rotated with
respect to the y, z axes, but there may be other shapes and
more than one transition point to consider. These problems,
however, greatly extend the model's mimicry of an observed
rotor's behavior.

Finally, one needs to consider stability questions for
these nonlinear problems. Superficially, their stabilities
are dictated by the c_rresponding linea_' problem's stability,
but this has not yet been proven.
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A STUDY OF THE COMPATIBILITY OF AN EXISTING CFD PACKAGE

WITH A BROADER CLASS Or MATERIAL CONSTITUTIONS

By

Kenneth W. French, Jr. 'i

Associate Professor of Mechanical Engineering ,i

John Brown University

Siloam Springs, Arkansas

ABSTRACT
"i

This study was directed at probing the flexibility of the

PHOENICS computational fluld dynamics package. This flexibility

was viewed along two general avenues; parallel modeling and analog

modeling. In parallel modeling the dependent and independent

variables retain their identity within some scaling factors, even

though the boundary conditions and especially the constitutive

relations do not correspond to any realistic fluid-dynamic situation.

The analog view maps stress onto enthalpy, strain onto concentration,

e_c. so that any "physical insight" built into the code may actually
inhibit successful solution.

I
<

M_]eling commenced with the Davis & Mullenger rational rate- i

type concept of granular constitution and used PHOENICS to generate

a CFD mo_el that shoul_ exhibit the physical anomalies of a

granular medium and permit reasonable sim,larlty with boundary

conditions typical to membrane or porus piston loading. A consider-

able portion of the study was spent prying into the existing code

with a prejudice toward rate-type and disarming any inherent fluid

behavoir. _is prying resulted in a covey of suggestions for parameter I
i

and computation control in modeling. I

The final stages of the study were directed at the more specific i

problem of multi-axis loading of a cylindrical geometry with a concern I

for the appearance of bulging, cross-slab shear failure modes, etc.
!

Special attention was taken to indicate handling of this set of

boundary conditions, i
!
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INTRODUCTION

The analog7 between particular flows of fluids and loadlngs
of solids have been noted since the first formulation of the

differential equation models in mechanics. There was considerable

effort in the late 1950' s and early '60' s to reduce the differences

then appearing in the various realms of continuum mechanics - most

strongly evidenced by the formation of University Departments in

Engineering Science. During that era At was popular to reference

analogous situations viz Langlois (1964) relates the viscous pipe

flow problem he is solving to torsion in a solid elastic cylinder.

Professor R.R. Long of Johns Hopkins was even so optimistic as to

publish an undergraduate textbook entitled Mechanics of Solids and

Fluids; a sure signpost of the anticipated direction of mechanics
in 1961. Now in the 80'es there seems to be a renewe_ interest in

the elegant results of rational mechanics.

In the intervening 20 years the Engineering science phenomenon

has all but disappeared and numerical preoccupation with specifics
has dimmed the vision of a unified mechanics. However, as with it's

stress, mechanics shows its most novel behavior where it is diverging, i

Evidence of th? current divergence in mechanics is easily found in !'I

a survey of the journal titles for journals sporting less than a Ii
decade of existance. The advancing maturity of numerical analysis _'

has perhaps reopened the door to a prospect of a unified mechanics.

Herein a glance is taken at the prospects of using a tool from

one branch of mechanics on a problem distinct to another branch, i
The tool is PHOENICS(Spalding(1981)) : a computational fluid dynamics

package commercially available from CHAM,N.A. ,Inc; Huntsville AL.

Th._ _ollowing are pertinent excerpts from the PHOENICS manual;

"... _ney should be warned that fluid flow computations

r,r_ceed in a different manner from those of, for

example, the analysis of stress and strain in solid
structures. Tn the latter calculations, non-linearities

are often absent, or of minor influence. In fluid-

flow computations, they are dominant; and, as s

consequence, the user of a fluid-flow code has to be
content with rather less automation than the structural

code user has becu_me accustomed to."

"...The u._;erof PHOeNICS will soon learn to do some

thing:_ with this computer code which its developers

have never done:and, though most of these may be highly

successful, some will certainly not be. It is impossible

for the developers to have anticipated all the tricks

PHOENICS may be asked to perform and to insure that it
never stumbles or falls."
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OEJECTIVES

_*is project has been a rather broad based search for the

co, non ground between an existlng CFD numerical analyzer,PHOENICS,

and the mechanics of granular media. The search sought to commence

with the default PHOENICS model and to approach by increments the

rate-type constitutive behavior mc_el of discrete media until the

conversion became tenuous. Usually that has meant pursuit until terms

appear that cannot be induced within the CFD framework. It might

be pointed out at this juncture that since the particular CFD code

considered is particularly flexible the resulting code can be

either a parallel model or an analog model which no longer corresponds

with any real fluid flow variables, but is just a similarity of

finite domain models and boundary conditions. The first objective

was to distinguish these approaches and consider the possibilities

of simultaneous uncoupled models and coupled mixtures of these two

types.

The second objective of this study was to highlight those I
flexibilities built into PHOENICS that will allow some extensions

toward the realm of granular mechanics. The third objective was to i
show the potential for a "rational" linkage between the tool and 1

the granular realm starting with a general rate-type formulation, i

Further it was desireable to view the prospects and dangers for

non-parallel uses of the numerical tools in the PHOENICS package.

That is the ability to disarm all inherent fluid prejudice while

using the numerical mechanisms of the package. Examples are heat

conduction in a solid, torsion of a solid cylinder, [-d consolidation,

mantle convection, etc.

The final objective was to consider the special case of a tri-
axial test with a "failure" condition built into the model. These

studies to culminate in suggestions for building a PHOENICS model and

and to anticipate problems that will arise in simulating the boundary
conditions.
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THE STRUC_JRE AND FLEXXBILITY OF PHOENICS

The ability of the PHOENICS code to model in a general
continuum mechanics sense can be partitioned into four realms:

Option Location

Ancillary Variable Solution SAT_ group 8-12

Varlable Exchange Coefficients GRD_ chapter 13

!
Definable Boundary & Grid SAT: group 2-7&14

Selectable Iteration Scheme SAT: group 25-31.

Selection_ are made via multiple-state flags placed in the SATLIT _

coding. The specification of simple behavoir (constant,linear or

parabolic) is also completed in SATLIT. More complex constitutions

are flagged over to FORTRAN coded models built by the user in the

GROUND subroutine. This latter option would of course be necessary

with non-newtonian fluids or granular solids.Figure I shows a user

oriented view of the control space graph. The arrowhead_ indicate I
the points at which the user interacts with SATLIT-groups and
GROUND-chapters. _!

PHOENICS is a numerical paradigm of Newton's Second Law, the

conservation of energy and the conservation of mass by phase and

chemical specie. These principles are modeled on a common "transport"
framework. Further the PHOENICS system permits and interacts with

user defined FORTRAN models which fit into that same framework.

However, the package does not run any conservation for a variable

unless it has been turned-on; SOLVAR.

The twenty-flve dependent variables in PHOEHICS might be
categorized:

FLC_4: P1 PP U1 U2 V1 V2 Wl W2

FL_'; iASSOCIATED: KE EP turbulence

ANCI LI,ARY: R1 R2 RS phase volume fractions I

I

HI H2 H3 enthalples I

C1 C2 C3 C4 concentrations

_AIJIATI t)N: SOLVAR - 21,22,23

HN_PECIFIED : SOr_AR - 24,25
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Density can also be a GRD defined dependent variable, but its transport

is discussed below. Thuse variables are related by the transport

equations for the ith phase and the jth quantity, _a'j"

In which_is mass density,/_is porosity(or blockage),R is the phase
volume fraction and /_ is the exchange coefficient.

*--_ is an array entered in SAT

*--_j Fj _ are parameters with builtin SAT versions and flags
for extension in GRD

*--Oj¢_ are variables

An alternate version of the transport equation is:

- --
4
d

The grouping; _s_/_ ; will be called the transport density; and 'i

appears in all terms if P/jo is used in the diffusion term and ',,
is perhaps the most crucial in seeking a relationship with strain or

dilltation (trace of strain) and in making the distinction between

rate of deformation and rate of strain. _f is taken as a constant;

__ _ V.(X_v) - _:s = mrs'
f/sO.

or if Y= _X and Voy-" O

_, �V'_VZ- S'e

Another view of the general transport relation which shows conservation

of mass in the conventional manner, since _YL _ = _
is

The most rudimentary versioD of the transport equatio,, is that

of a steady state, zero velocity, source-free, diffusion of enthalpy

or concentration with constant r/j_, for which;

- o
However, while the general vector versions of model formulation

are straight forward, the prejudices of PHOENICS strongly .fleet the

model building especially for a non-flow problem.
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That is the cQordinato system must be aligned with the flow _f

ntross,straln, strain rate, etc. In PHORNICS eartnnian notat_nn

the X & Y eoord_nato.r are interchangeable "in-slab" varinblen, th_

Z eoor(llnate is the "nlab-pointo_r ''and has n_vr_ral, flagged, c,Qmputatlonal

path and iteration counters. In polar cylindrical nntatlon, X

represents the tangential direction on a ci_'oular slab. ,._orthis

_oason it is much easier to solve a pure tra'sient diffus-on problem;

in X-Y than in X-Z or Y-Z coordinates.

The hierarchy of a slabwise solution is shown in F}gure 2

(Gunton '83: 4.5-5). Note that LITC,]ast interation on concentration,

is the inner-most controllable loop counter. The variables KR & EP

were labeled "flow-assoclated" above because they ar_. inherently

linked with the momentum exchange coefficients; and have built in

sources.

i- 3 4 5 6 7 B

U1 U2 V1 V2 Wl W2
,I

,i
DEFAULT: SIGMA (i) = 1.0 i odd

= i. 0El0 i even ?

_, _, & S are each fully definable An tezms of the geometry,tlme,
and four slab-fulls of the other 24 independent variables. The slabs

a_'e the current slab and its immediate time prededent, as well a_

the adjacent LOW (in Z)slab and the adjacent HIGH slab. Other slab

data can be accessed with the R_ADIZ subroutine if long range effects

or long memories must be included.

I
I

,_",_p.t / J I

......... r-]L,rc"'_ j- I
SLAB-WISE " }

_. R0p._t ),qOLUTION [ Solve for hI, h_ ..... L|IH times

PICUPd_.: 2 J

I.IIKE th,._, --

l__s_°".'_..!o':_"u.___I_v_,,_, __ _
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Ii

CnMMOI'I _ROUND AND EXPLOI"PA'I'TON

Modeling granular Is considered along two ganeral avulmenl

parallel modollng and analog modeling, see Figure 3. Parallel

modeling i|_ taken to moan that the independent and depon_Iont varlab!o_;

retain their identity to within some scaling faotorn, even though

th, bouiLdary conditions and especlalli the constitutive rel_,tl_s

do not correspond to any real physical fluid-dynamic situation.

•hls latter failure is inconsequential uniass it triggers some

safeguara in the PHOENICS codp _,hich makes completion of the

numerical procedure impo_slble. The alternative avenJe is an

analog view of the problem, which maps granular loading variables

onto PHOhNICS variables with totally different meaning or no

preset meaning (eg: stress onto enthalpy, strain onto concentration,

strain rate onto VAR(25)). While the allowable range of constitutions

is much broader with analog modeling, so is the danger of mis- i

interpreting the result or of inducing an error with the numerical

procedure. The physical insight built into the code may actually

inhibit successful solution. Of course mixed parallel-a_log

modeling may ultimately prove to be necessary to handle the difficult

constitutions of granular mechanics. ,I]

First to consider the prospects of pure parallel modeling; in
parallel modeling, "velocity is velocity" and so on... the momentum
equation is;

the LHS is the commonality term in continuum mechanicsl the P_S is !
frequently set to zero in solid mechanics and granular mechanics as

a quasi-static approximation. In the general PHOENICS transport

equation given in the last section, with the transported quantlt_" being

momentum per mass, the parallel correspondence with the divergence
of the stress tensor would be:

I

c_RANULAR MODEL PHEONICS i

V. - VP v. (xfi v¢ ) iI
The sourct, t,_rm being only a portion of the full PTIO_NICS source temn

sip,;e the body forces and the boundary effects are also embedded iDto

the momentt_ transport equation in the source terml
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i

PARALLEL ANALOG i
i

I

RETAIN CFD IDENTITY _ UNRELATED TO CFD

J ' I -
INDEP VAR I VAR _J

SCALED GEOM OR TIME N OR TIME

i°

\ '

BOUNDARY CONDITIONS 1 BOUNDARY CONDITIONS _;_i

3IMPLE PHYSICAL NO PHYSICAL MEANING ".tl

IN CFD CONTEXT t

..... _ i 3 i

1 \ 1 ..
CONSTITUTIVE RELATIO_ _ CONSTITUTIVE RELATION

SIMILAR FORM/ UNUSUAL FLUID NO PHYSICAL MEANING I
I

IN CFD CONTEXT i

i iii i
I

!

MODELING SCHEMES

, _GURE 3
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The immediate prospect is to use; _T = 0 i

a form which could be implemented as an analog model in the transport
relation for c or H, but not here with parallel correspondence and
transport quantity, PHI ffiU,V,W; since Phoenlcs uses builtln

interactions in the momentum equations. One of the builtlns is for

turbulent transport and appears in the exchange coefficient;

the other is a source term to represent negative gradient of pressure.

Where _is the kinematic viscosity and k(KR) and _ (EP) are the two

PHOENICS turbulence parameters, which separately obey the transport

relation. Using the transport density from the last section, and

noting that PHOENICS is very sensitive to conservation of mass;

Y. vX X(S" - v.y) -

which represent PHOENICS in full flight. !i

The pressure and pressure perturbation mindset in CFD is I

perhaps the greatest obstacle to making a direct rational transition !

to other branches of mechanics. In PHOENICS the pressure perturbation
is the "outermost" of the dependent variables. The classical relation

between stress and deformation rate in terms of the Lame' constants is: i

and the pressure is then: '!

i
and takes on its "standard" value if ; _-" -- _J_4

or if;

_=O
and is separable from the rest of the divergence of the stress in i

the momentum equation. However since a granular medi_un must be I

modeled as a "rate-type" material a considerable problem arises in I

the uncoupling and building the source term. The classical constitutive I

relation for an elastic material is; i

o-= ,, 2p: i
and for n Rate-Type material; 0 e __ 0

= J" -_r _ O'_/
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in which the following are understcod to indicate;

Cauchy stress tensor

•_ substantial derivative

_) rate of deformation tensor

spin tensor

infinitesimal strain matrix

_ functions of thermodynamic state

The overlying circle indicates a Jaumann derivative, the overlying

dot indicates a total derivative, the trailing asterlk indicates a

deviatoric quantity,__ is the deviatoric stress power, and

is t_ e velocity vector.

Since Jaumann and deviatoric are not commonplace to fluid dynamics

they will be discussed in the general context of coordinate system

differences between PHOENICS and granular mechanics. In granular

mechanics it is convenient to use three offsets; "effective"( from

pore-pressure), "incremental" ( from local averaged ), and

"deviatoric" ( from _0" ) It is fortuitous that a rate
model linearly -elating stress rate and strain rate can be reduced to

one relating incremental stress and incremental strain. ."_is reduction

is very convenient to those with a history of incremental models,

but not particularly for those with a history of stress-strain rate

models. Deviatoric quantities are offset by pressure and fractional

rate of change of specific volume (dilitation rate) which is zero

for an isochoric process;

The Jaumann derivative is included to insure objectivity; that

is invariance under coordinate transformation -Eringen(1962)pp110. It

is of course desirable to pose constituitive models that are objecti_.

Stress and deformation rate tensors being inherently objective

can be used in building constituitive relations. However if a

material demands a time dependency there is a difficulty as the

stress rate and spin tensor are not objective. It is possible to

formulate an objective function from combinations of stress rate and

spin; these functions are termed "stress fluxes" and are neither unique

nor equal. On this basis the "hypo-elastic" constitutions are
written as:

STRESS FLUX = F ( STPRSS, DEFORMATTON PAT_)
tensor

and the "T_te-Typ_" relations as;

STRESS FLUX = G ( SmR_SS, DE_OFMATION RATE,D_MSI_Y)
tensor

TX-14
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The three traditional stress fluxes are;

o D_...6"- %V_ * _'_VJAUM_ = 0" = Dt

OLDROYD : _ t
D_

- _ -%V_ _'_V +_ i

In a series of public_tions, Davis & Mullenger( 78,79,81,84a,84b )

drew on the first of the stress fluxes above in describing soil as
a Rate-Type material. Then introducing a number of reductions and

special pressure dependencies into the coefficients they instill real

soil behavoir (critical state, yield surfaces, etc.) _nto the model.

They also show a concern paralleling that for an inclusive constituitive

model, which is to establish a simple failure prediction tool within _:
the same constituitive framework. The failure (79,81,84b) appears
as the null points of a determinate which relates two invariant i

based vectors. _.!

Departing from Davis & Mullenger(1978) at equations (43-44)

and moving toward PHOENICS thought gives; i

and ignoring the prospect that ._
:"

PHOENICS - momentum flux source term

and so the exchange coefficient becomes ( for momentum flux ).

,f r',lZ = _ ¢)"_ "" "_P) _,_ ,,.,,,,..',-,o_
IX-15
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PHOENICS has a builtln provision for compressibility that

should be useful for instilling critical state sell behavoir in

a model. It is coded as DIDP & D2DP and computes the fractional

change of specific volume with pressure; so that in terms of the

isothermal and constant pressure compressibillties;

Then the critical state specific volume-pressure relation can be

given as.

DIDP = i/(P*LN (P/P0)) i

D2DP is for the second phase, which if decoupled, could be run

independently of the active load response. Equation (35) from

Davis & Mullenger (1978) becomes;

DIDP = ......_ ) = Dt

_'_P a¢_=_P

It is also of interest to note that; _ _ %/_7 .,.
/

_-MD4DP = - -------

Andif one reconsiders the pressure grouping above;

p = KI*RHOI/DIDP*(I/ ( i+( K*F(RHOI)/ _I) * tr_*_*)

with; F(RHOI) = RHOI**2 * ( i - (RHOC/RHOI)**_)

and the sign of K is dependent on the realm of deviatoric stress

power; _A _P_)_ , while gamma,_, is in general a function of

pressure. For the case of negligible deviatoric stress power;

which is verified as Davis & Mullenger's equation (30).
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There is of course another strategy; one more amenable to

"PHOENICS thought". That is to leave the grad p momentum source

term alone, and build an equation of state in the form of denslt_

specified as a function of p_essure, pressure rate, density rate,

and so on. The full relation as given above will not yleld however

to an analytic manipulation of this sort, and so the strategy would

have to be implemented numerically. That is a root solver would

have to be built into GROUND to proceed from pressures, and unsundry

rates to the current value of density.

An analog or a hybrid approach to the granular problem might

take a very different appearance. For example the following could

be computed by PHOENICS with null velocity and pressure fields (ie

not turned on) to inhibit coupling and using an enthalpy or a

concentration (H1,H3,C4,solvar(25),...) instead of the actual physical
variables.

_2T =0 Torsion in a solid rod

.... stress (Langlois)

a V2u Terzaghi's consolidation= U,t
problem;fluid in porus

..... pore pressure solid (Holtz&Kovacs)

_Z Sx + _*S + V2(aET) = 0 Thermoelasticlty in Plane
Y Stress

...... stress, temperature (Ugural & Fenster)

q%(V*_ _ = 0 Stress/Strain Potential
or Bifurcation

..... stress *length (Biot)

The inclusion of stress flux in the constituitive model makes

a special suggestion for the momentum equation_ that is to take
its substantial derivative.

D ( momentum equation )
Dt

This matter was taken up by Blot(1965) in his Appendix, "Equ41ibrium

Fx_uations with Rate Variables". Blot follc_ed the tradition of solid

mechanics in leaving p_ identlcall_ zero, although components of
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grad velocity are included in the stress flux and probably would

have also appeared in the constltultlve equation ( as rate of

deformation) if he ha_ posed one. The RHS of the momentum equation
would however require considerable thought and reduction for speclal
cases because of the tedious nature of;

In the absence of B perhaps the RHS c-ould be reduced to the terms;

/ )( v. Tv)

*i
Jl

!.J
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CONCLUSIONS & RECOMMENDATIONS

The primary modeling problems anticipated for the full

specifiuation of a granular medium in a PHOENICS environ are

listed below. _hey are coincident with the reccmmendatlons for
extensions of this work.

a] To determine when and where tr D can be set equal to

zero: interesting granular problems will have nonzero trn

b] To compare the treatment of pressure and its perturbation

in PHORNICS (PH) and the coupling between pressure and

pressure rate in the granular model (GM).

c] To use incremental strain (GM) as opposed to deformation

ra+e (_H)& Rate-Type.

d] To convert stress space coordinate results to Eulerian

physical coordinates (PH).

e] To include catastrophic changes of modeled behavoir (CM)

on reaching failure yield, critical state or loading parity,

and the parallel computations which must be run(like

tr_'*_*, tr H,etc.) and monitored for these bifurcations.

f] To require objectivity that constituitive mo_els may

be posed in terms of stress flux (PH).

g] TO establish compatibility with an encroaching solid

boundary; total effective load equal the sum of the outputs

of the boundary momentum sources ..... and the mass occupying

the displaced volume;_'_must be redistributed in a fashion
( eg over a few cycles) that will not cause a false excessive

local density.

h] To exploit the porosity greater than unity allowance (PH)

so that the membrane boundary ( triaxial ]ceding ) is permitted

to bulge in additlon the momentum sources representing this I
boundary should be set proportional to peripheral length.

Further angular symmetry should be imposed to give a preference i
to circular (minimum periphery) cross-section; this condition

should be automatic if a full thermodynamic specification i
[s ma4e. i

[] T,, considul te_m-wine the enthalpy tranJport relation with

stress power included (PH) in order to determine which

t(,rms dominate which applied loa_ realms and to calculate
a field of trY*L)* values for _] above.
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j_ To include tho Davis & Mul]onger _implo and

comprehensive failure criterlat

det G = O.

k] To embark on a loading model of the triaxial type and with

a simple material; ideal gas, (PH).

i] To find a search strategy for locating shear bands and

a discriminator for pseudo-bands that may appear due

to the discret%zation...antialiaslng so to speak.

m] To build the exchange coefficients separately from k]

and find a simple physical case to test for their

correct calculaticn.

q
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CHARACTERIZbTION OF MATERfAL SURFACES
EXPOSED TO ATOMIC OXYGEN ON SPACE SHUTTLE MISSIONS

BY

Albert T. Fromhold

Professor of Physics
Auburn University

Auburn University, AL 36849

ABSTRACT

Material samples prepared for exposure to
ambient atomic oxygen encountered during space shuttle
flights in low earth orbit were characterized by the
experimental techniques of ELLIPSOMETRY, ESCA, PIXE,
and RBS. The first group of samples, which were exposed
during the STS-8 mission, exhibited some very interesting
results. The second group of samples, which are to
be expGsed during the upcoming STS-17 mission, have
been especially prepared to yield quantitative informa-
tion on the optical changes, oxygen solution, and
surface layer formation on metal films of silver, gold,
nickel, chromium, aluminum, platinum, and palladium
evaporated onto optically-polished silicon wafers.
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i

INTRODUCTION

With increasing sophistication of the space
program, the need has increased for more detailed
knowledge of the effects of the ambient space environ-
ment on the physical and mecPmnical properties of
materials used for building instrumentation and
fabricating structures which will operate effectively
in orbit. Specifically the space telescope requires
solar cell interconnects which must not fall over

time periods of the order of years. Presently, silver

is being utilized for these components since it has '_i
good electrical characteristics and is easily welded.
It has been found, however, that severe tarnishing ii
and marked degradation of the surface electrical _
properties occurs when silver is exposed to the low
pressure atomic oxygen atmosphere surrounding the I

space shuttle. The focus of our work last summer _ was _i
to offer recommendations on the selection of metal

samples to be exposed to atomic oxygen on the STS-8 !
flight. Literature data were reviewed concerning
the oxidation properties of a variety of metals, and
techniques for characterizing the parent metal; and
the surface oxides were described. The focus of our i
work this summer is to prepare silver specimens and
various metals having potential for protective over- -!,
coatings to be exposed on the STS-17 mission which i
will occur later this year. A number of metal samples
(viz., Ag, Au, Ni, Cr, AI, Pt, Pd) are being prepared
for this test series. These samples will be examined
both before and after flight with surface analysis
techniques to quantify surface degradation and to
characterize any oxide overlayers which form.
Specifically, ellipsometry, Rutherford backscattering, i

proton-induced x-ray emission, and ESCA measurements I
are utilized. !

OBJECTIVES I

The. objectives of my project this summer were
two -foId :

X-I
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(a) To carry out (in conjunction with Auburn
University personnel) the characterization
of the effects of the interaction of atomic

oxygen withlmaterial specimens prepared
last summer and exposed during the STS-8
mission.

(b) To cooperate with MSFC personnel in the
preparation and characterization of a
group of material specimens to be exposed
during the upcoming STS-17 mission.

SURFACE ANALYSIS TECHNIQUES UTILIZED
i

Five experimental techniques were employed to
study the interaction of atomic oxygen with materials
exposed during the STS-8 mission, namely, ESCA, PIXE,
RBS, IR, and ELLIPSOMETRY. A brief description of
each of these _echniques and the results obtainable
by each is given below.

ESCA -.- The acronym ESCA stands for "Electron Spectros-
copy for Chemical Analysis." Another acronym used for i_
this technique is XPS, which stands for X-Ray photo- 'i
electron spectroscopy. (The appropriate acronym :
apparently depends upon whether one affiliates with
chemists or with physicists.) In either case, the ii
technique consists of the analysis of the kinetic
energies of ejected electrons from the material being '
studied. The electrons are ejected from the cores of
the atoms of the target material by incident soft x-rays ._
of well-defined energy. A calculation of the core
electron binding energy from these results is then
possible. Since the binding energy reflects the
oxidation state of the material, which in turn depends
sensitively on the local chemical environment, much
pertinent information can be thereby deduced. The
technique is limited to materials which are stable to I
x-ray bombardment. One problem arising for dielectric
samples is that of surface charging which leads to a
shift in the absolute positions of the peaks. The
technique is a surface technique in that it is limited
to the upper 100 A or so of the sample, the depth from
which ejected electrons can emerge.

X-2
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PIXE -- The acronym PIXE stands for proton-lnduced
X_-/y emission. Typically an accelerator is used to
produce an incident proton beam well-defined in
energy, and this beam causes the emission of X-rays
characteristic of the elements making up the target
material. This is an excellent technique for studying
the elemental composition of complex materials such
as the paint specimens flown on the STS-8 mlssicn.

RBS -- The acronym RBS stands for Rutherford back-
In this technique, a helium ion beam

having energy in the range of 0.i to 5 MeV is scattered
from the target material. The energy of the scattered
helium contains salient information about the depth
profile of the surface layer and the atomic concentra-
tion. Typically surface regions i00 to 6000 A in
depth can be studied by this method. _i

tl
IR -- Infrared (IR) techniques are well-known in
s-_ectroscopy. This technique was employed to study
the surface of the organic specimens flown on the
STS-8 mission to see if any changes could be detected t,

in the surface bonding due to interaction of the ii

material with atomic oxygen, ii

ELLIPSOMETRY -- Polarized light spectroscopy is termed i'
ellipsometry because it involves the production and ._
analysis of elliptically polarized light and the changes
which take place in this light when it is reflected
from the surface of a material specimen. It is an i_
extremely sensitive technique which can detect changes i
in surface layer thickness, on the average, which i'
are only a fraction of a monolayer. For example, a
metal sample can be monitored continuously in a non-
destructive manner under exposure to oxygen, starting
from the freshly-cleaned condition of the parent metal
and extending to the point of formation of thick sur-
face oxides. The continuous changes produced in the
ellipticity of the light can be used to calculate the
surface oxide layer thickness as a function of time
in order to deduce the kinetics of growth of the
layer. The technique is also excellent for comparison
of flight and control samples of various materials,
such as the paint specimens studied on STS-B, in order
to deduce the overall changes in the surface refractive
index and absorption coefficient due to the interaction
of the material with atomic oxygen.
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EXPERIMENTAl, RESULTS FOR STS-8 SPECIMENS

A variety of material specimens were studied
from the STS-8 mission. These can be categorized
into three groups -- metals, organics, and paints.
The results obtained for specific materials in each ,_
of these groups are described below.

[

Metals -- Silver, copper, nickel, magnesium, lead,
tungsten, and molybdenum were exposed on the STS-8 •
mission. The greatest effects, by far, were observed
for silver, where the surface layers were visibly
colored a dark grey or dark brown, an_ _oreover were i
mechanically and perhaps chemically u:Ls_ble, as _
evidenced by a flaking and peeling of the layers from
the surface. This spalling of the layer made analysis
difficult, since loss of this material often resulted

in observations of the underlying surface only. For ,,
example, ESCA showed two oxygen peaks, but both peaks i
were present in the control sample as well as in the
flight sample. RBS data indicated oxygen penetration
in the flight sample to depths of at least 2000 A, i

but the concentration was definitely less than I0
(and probably less than I) atomic percent. It is ;
believed that no measurement was obtained of the flaky !
surface layer itself by RBS (or by ESCA). Ellipsom-
etry showed large changes in the refractive index and
in the absorption coefficient produced in the flight
sample by exposure. The refractive index increased
and the absorption coefficient decreased, both
indicating a change in the surface from the metallic
to dielectric or semicondocting behavior Specific i• !

numerical results and plots of the data can be found
in the monthly reports of contract NAS8-35914, and so I
will not be duplicated here, but suffice it to say
that the refractive index was observed to increase by il

as much as a factor of i0 and the absorption coeffi- I
cient was observed to decrease by as much as a factor I
of 2. Resistance measurements carried out by NASA
personnel showed great changes in the electrical con-
ductivity of thin silver films exposed on this mission.
The observed increase in resistivity is in accord with
our ellipsometry data on the surface optical constants
of silver. Auger electron spectroscopy (AES) measure-
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ments have been carried out at MSFC by Dalins with
the negative result that no evidence was found for
an oxygen content in the silver which could be directly
associated with exposure to space environment. Inde-
pendent AES measurements by Misra (MCR-84-551, Contract
NAS8-30300 by Martin Marietta) indicated the presence
of Ag and 0 in a silver interconnect specimen, with
a shift in peaks indicating some kind of compound
formation like silver oxide. However, these measure-
ments indicated only 18 atomic percent oxygen (within
large experimental error), which would be consistent :
with a compound such as Ag40. Although the suboxide 'i
Cu40 has been reported in the literature for copper
exposed to molecular oxygen, no such oxide has so far iI
been observed by direct diffraction measurements for i

silver, to this author's knowledge. It is not certain 'iwhether the surface layer flaking so commonly observed
for silver upon exposure to atomic oxygen is a bulk i!
lattice effect or whether it is some type of a grain _!

boundary effect. That is, it is conceivable that
atomic oxygen penetrates the grain boundaries of the
polycrystalline silver, thus forming a compound such i
as silver oxide which is chemically unstable or _
mechanically deleterious, with a consequent flaking of tl:'_
the surface layers of the silver specimen. Another il
possibility is that the atomic oxygen interaction
converts the crystalline silwer at the surface into '
some sort of an amorphous layer which has attendant :
degraded optical electrical and mechanical properties
An experiment to determine whether the interaction is :i
a bulk lattice effect or a grain boundary effect is

suggested later in this report, i_

In sharp contrast to silver, the metals lead,
tungsten, and molybdenum showed little effect of the
interaction with atomic oxygen, at least to within the _'
experimental uncertainties of the study. The samples
employed in this study were not the most sophisticated I

. with respect to sample preparation, so the error limits I
in the results are quite large relative to what is
possible using optical quality samples such as those
described subsequently in this report which are being
readied for the STS-17 mission. RBS data on the I

molybdenum sample did indicate, however, atomic oxygen !
penetration in the flight sample to a depth of approxi-
mately 600 A. It is interesting to contrast this with
tungsten, where no evidence of oxygen penetration was
found in the RBS measurements.
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Moderate changes were observed for the
samples of copper, nickel, and magnesium which w_re
exposed during the $TS-8 mission. Visible dif.fe':ences
could be seen between masked and unmasked portions
of one of the copper samples, but surprisingly, the
optical constants of these two areas were not found to
be drastically different. RBS measurements ivdicated
oxygen penetration in one of the flight samples which
was directly exposed to the flux of atomic oxygen,
to a depth of ii00 A or so, but as in the case of
silver, the atomic percent was quite low, being _.the
order of or less than 10Z. It is interesting that
the above-mentioned copper sample which had both
masked and unmasked portions received only indirect
exposure to atomic oxygen, in contrast to direct ex-
posure, and in this sample the exposed portion was
found by RBS measurements to have much less penetration
by atomic oxygen than the II00 A or so found for the
directly exposed copper sample. In the case of nickel,
some changes in the optical constants were found for
the flight samples, but no evidence of a surface oxide
was found in the RBS measurements. In the case of
magnesium, both RBS and ellipsometry measurements
indicated differences between the exposed and unexposed
areas of the sample. The RBS spectrum, in particular,
showed effects of a surface layer of oxide, and perhaps
also dissolved oxygen within the material.

One additional metal sample was examined in
detail because of its importance for space telescope
optics. This sample consisted of aluminum evaporated
onto quartz, with a protective overlayer of MgF2. The °
RBS spectrum for this sample indicated clearly the
layered configuration, and PIXE verified the presence
of Mg as well as AI on the surface. Ellipsometry
indicated that essentially no effects were brought
about in the flight sample relative to the control
sample. The precision of these measurements was
extremely good, due to the excellent optical quality
of the samples.

Organics -- Kapton H, Kapton F, tedlar, and mylar were
the organic samples which were examined. PIXE data
indicated the presence of fluorine in Kapton F, with
the concentration being reduced in the flight sample
relative to the control sample. White tedlar was
found by PIXE to contain the elements F, Na, Si, and
V, with concentration reductions occurring in the
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flight sample relative to the control. The percent
of elemental loss during flight was found to decrease
with increasing atomic weight of the element.
Infrared data indicated no significant changes in
the surface bonding of kapton in the flight sample
relative to the control, although there were minor
differences in the spectra.

Paints -- Chemglaze Z-302, Nextel 401-el0, and A-276
white paint were examined in this study. PIXE data
revealed that Z-302 contained P, S, K, and Ca; Nextel
401-CI0 contained P, S, K.. and Or; and A-276 contained
Na, Mg, S, and Ti. The ratio of the amounts of each
of these constituents in the flight sample relative
to the control sample were also deduced from the PIXE
data. Ellipsometry showed that the flight samples
exhibited a systematic increase in the refractive
index relative to the control sample for each of the
specimens. Changes were also observed in the ab-
sorption coefficient, but the results were particular
to the paint in question. The greatest difference
was observed for the white paint Chemglaze A-276,
for which the absorption coefficient increased by more
than a factor of 5 due to atomic oxyg_.n exposure.

STS-17 SPECIMENS

The experimental results described in the
preceding section were for samples which were exposed
during the STS-8 mission. A group of higher quality
samples has been prepared by Bob DeHaye of NASA for
the upcoming STS-17 mission in order to obtain more
detailed physical data. Optically polished silicon
wafers were selected as substrate material for evapo-
rated metal layers of Ag, Au, Ni, Cr, AI, Pt, and Pd.
We are examining _hese samples by RBS and ellipsometry
before flight in order to obtain a good baseline for
interpreting the effects of exposure to atomic oxygen
during flight. In each case, a control sample will
be examined at the same point in time (both before
and after flight) as the flight sample is examined.

!
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CONCLUSIONS AND RECOMMENDATIONS

The conclusions of this study are that most
materials are affected, to a greater or lesser extent,
by the interaction with atomic oxygen present in low
earth orbit. The most pronounced effects were observed
for silver, whereas the least observable effects (for ,
the lower temperature range in effect for the exposure)
occurred for molybdenum.

To enable the separation of the effects of _i

exposure to atomic oxygen into bulk lattice and grain 'i
boundary effects, it is recommended that a group of ,
three single crystals of silver having the principal
crystal orientations [(Iii), (Ii0), (i00) 3 be carefully
prepared, packaged under ultra-hlgh vacuum conditions
of cleanliness (probably in an ambient inert gas),
exposed to atomic oxygen under closely monitored [!
conditions during shuttle flight, and repackaged to
maintain ultra-clean conditions during and following
re-entry. These samples should then be analyzed I
utilizing the best and most modern surface analysis
techniques to understand the fundamental interaction
of the ambient low-orbit atmosphere with Ag. The use
of _ingle crystals devoid of grain boundaries would
enable one to delineate whether the deleterious effects
of the exposure were due to a bulk lattice interaction
mechanism or due, on the other hand, to some type of
grain boundary diffusion process. It would be of
great fundamental interest to ascertain whether the

same type of flaking of the surface layer takes place
upon exposure of single crystal silver as has been i

observed for the polycrystalline silver specimens which f
were exposed on the STS-8 mission.

I
I
i

I
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AN INVESTIGATION OF SPACE SHUTTLE MAIN ENGINE

SHUTDOWN CHUGGING INSTABILITY

by

Paul E. George, II
Mechanlcal and Aerospace Engineering

The University of Tennessee, Knoxville

ABSTRACT

The Space Shuttle Main Englnes experience a low frequency pressure

pulsation in both the fuel and oxidizer preburners during shutdown. The
pressure pulsations (chugging) occur during the hellt_ purge of oxidizer

from the preburner manifolds. Possible causes and triggering mechanisms
are considered as details of the chugging process are presented and dis-

cussed. A simple chugging model capable of predicting pressure excursion
amplitudes and frequencies is proposed and preliminary results presented.
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AN INVESTIGATtON OF SPACE SHUTTLE NAIN ENGINE
SHUTDOWNCHUGGING INBIABILITY

INTRODUCTION

Th_ Sl}ac_ Trannportation System, better known as the Space Shuttle,
i_ prop_,llod into earth orbit by two solid rocket boosters and three

main engines. The Space Shuttle Main Engines (SSME) utL11ze liquid

l_drogen and liquid oxygen as propellantJ. The engines have successfully
completed 12 flights and several hundred test stand firings. There have,

however, been some problems with the engines both in flight and on the

test stand. This report addresses one problem, namely a low frequency

InstabJllty which occurs when the engines are shutdown. The work reported

here is a part of a cont_mlng effort to develop analysis techniques for

determining the stability characteristics of llqu_d fuel rocket engines.

To provide an appropriate background for the discussions in this

report, the main engines are described briefly below. A short discus-

sion of instability applicable to any liquid propellant rocket follows.
With the appropriate background developcd, the details of the shutdown

instability are presented followed by a discussion of the results of a i

data review and modeling effort. {i

SSME DESCRiPTiON

The Space Shuttle Main Engines supply a nominal thrust of 470_000
ibf at rated power level and may be operated up to 512,000 ibf for brief _

periods. Two preb_rners are used on each engine to preheat the hydrogen

and supply power for the fuel and oxidizer pumps. Most of the hydrogen
enters the main combustion chamber via the preburners while most of the i
oxygen caters directly from the pumps into the main combustor oxidizer
manifold.

Figure | _s a propellant flow schematic of the SSME showing the

major equipment. Cryogenic liquid hydrogen enters the engine from the
external tank via a low pressure pump which supplies sufficient head to

prevent cavitation of the high pressure fuel pump. Power for the

low pressure fuel pump is provided by a hydrogen feed from the high

pressure fuel line. Hydrogen from the three stage high pressure fuel

pump cools the nozzle, raaln combustion chamber and preburners prior to

entering the low pressure pump or preburners. The majority of the £uel

flows through the preburners where it is partially combusted prior to
the main combustlon chamber.

The oxygen follows a similar path except that oxygen is not used

for chamber cooling and most of the oxygen is supplied directly to the

main combustion chamber. Because the oxygen is primarily supplied to

the main combustion chamber, the pressure at _he outlet of the single

staBe pump is less than 5000 psla. A portion of the oxygen _s supplied

to t:hepreburner pump which is attached to the same shaft as the high

pressure oxidizer pump. The prcburner pump supplies oxygen at approxl-
mately 8000 psla to the fuel and oxidizer preburners.
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During operation the main fuel. valve and the matn oxidizer valve

are full open. Engine throttling is accomplished by throttling the
oxidizer flow to the two preburners to reduce fuel and oxidizer flow.

The preburners operate at a mixture ratio near 1.0 ibm oxidizer per ibm

fuel (equivalence ratio = 8.0). The main combustion chamber operates

with a mixture ratio of 6.0 ibm/ibm (equivalence ratio = 1.333). Figure
l gives flow rates for the full power level (FPL) of 512,000 ibf thrust.

The engine may be operated at a minimum power level (MPL) of _A_,000 ibf

or any power level between these extremes. The region of interest in

this report is operation of the engine during shutdown. Figure 2 gives

the shutdown valve sequence. Note that the oxidizer preburner oxidizer !
valve (OPOV) closes first followed by the fuel preburner oxidizer valve ,i
(FPOV). The main fuel valve (MFV) closes last. This sequence insures

that an oxidizing condition will not exist in any hot region at any
time. The shutdown instability occurs after FPOV closure but before
MFV closure.

i

ROCKET INSTABILITY __J

Although low frequency pressure excursions in the preburners are

the principal focus of this report, a brief general discussion of rocket _
engine instability will be presented here. Instability refers to a ,]
condition which leads to uncontroll_d pressure excursions in the rocket _"
combustion chamber. In the extreme case these excursions may destroy

or severly damage the rocket engine_ at the least they represent a loss

of performance. Instability is classified according to the frequency

range of the pressure -xcursions and the principal mechanism causing

the instability. Low, intermediate and high frequency excursions are

called chug, buzz, and _cream, respectively. Low frequency instability i
(chug) involves a coupling between the combustion pressure and the feed

system pressure. Both the feed and combustion chamber pressures are

considered to be spaclally uniform. High frequency instability (scream)

is a coupling between the combustion process and pressure waves crossing •

the combustion chamber. Intermediate frequency instability (buzz)

involves standing pressuee waves in the feed _ystem.

Chug t

Chugging is charact_,rized by a coupling between the combustion I
energy release and the propellant feed process. Frequencies are generally

of the order of 50 to 200 Hz with the mechanism being dominated by the I,

variations In feed to the chamber caused by chamber pressure variations. I
An increase of pressure in the chamber naturally decreases the flow,

while a decrease in the chamber pressure Increases flow. A pressure

excursion may result from any disturbance, but will usually die out

quickly un[ess energy is supplied by combustion. Constructive coupling

between energy release and pressure osci[lations in the feed system
rc.t|ulresa time detay between injection and combustion. Because of

mixing and chemlcal kinetic limltatlons, the delay always exists but

nlay not necessarily be of the correct length to drive the instability.
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Chugging is particularly sensitive to "softness" in the feed system

which allows pulsating flows. Standing waves in the feed system and in
the combustion chamber are not important. Chugging is controlled by

eliminating feed system softness and by high injector pressure drops.

High injector pressure drops serve to reduce the degree of change asso-
ciated with a given pressure excursion level, and the high drop also

represents substantial frictional loss which is manifested as damping

during chug. The frictional loss is undesirable for normal operation,

and high pressure drop cannot be obtained for all operating conditions,

particularly startup and shutdown.

Previous analyses applied to the chugging problem have sought to ,!

identify those conditions that were conducive to an undamped or driven
condition, which could potentially produce excessive pressures in the

combustion chamber. Crocco and Cheng (1956) and Karrje and Reardon

(1972) present lumped parameter models for chugging. The equation for _i
conservation of mass is written and appropriate assumptions are made to _i
represent the burning and injection rates as functions of pressure.

This yields an ordinary differential equation for pressure as a function _:

of time. An exponential solution is assumed which yields a complex
characteristic equation with is solved for the real (exponential growth

or decay) and imaginary (oscillation frequency) roots. Chugging is I

indicated for any condition with a positive real part of the root. :_

This type of modeling provides insight into the probabil_ty of insta-

bility, but provides no information on the limits to excursion amplitude _

caused by nonlinearities, i

Buzz

Buzz is similar to chugging in that the feed system is an important

part of the problem. In this case, however, the acoustic properties of

the feed system are more important than the "softness." Standing waves

are set up in the feed system that provide a pulsating flow through the

injector. Energy losses in the injector are compensated by the energy
release of combustion. As with chug, a system without combustion time

delay would be stable.

Buzz is usually controlled by high pressure drop through the injec-

tor and by placing an acoustic cavity at the quarter wave point of the

fuel llne to absorb pressure fluctuations. Although pressure waves in

the feed system are important, combustion chamber pressure waves are

not usually considered to be significant.

Models of buzz are similar to the chugging models in that lumped

pa;'ameter methods are usually used. Harrje and Reardon (1972) present
buzz annlysls technilues.

Scream

Scream refers to high frequency instability associated with the

presence of standing waves in the combustion chamber. In this ease,
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the feed system does not influence the instability, and the analysis
can be restricted to the main chamber. Even though the analysis only

considers the main chamber, the problem is difficult since it is truly
three-dimensional. Modelin s consists of determining resonant fre-
quencies for longitudinal, radial, and tangential acoustic modes and
coupling this determLnation with a combustion model that suggests which
conditions are conducive to a constructive time delay. HarrJe and
I_ardon present models for scream, As for chug and buzz, current
models simply predict whether or not the system is predisposed to

instability, but provide no information on likely triggering and sup-

presslon mechanisms or an estimate of the limiting amplitude. .

PROBLEM DESCRIPTION

_,e Space Shuttle Main Engines are stable for steady-state opera- {

tlon above mlnimumpower level, On shutdown, however, the engines con- _I
sistently experience a low frequency pulsation of pressure in both the i
fuel and oxidizer proburner combustion chambers. The amplltude, fre-

quency and duration of the chug appears to depend on power level at

cutoff and hellmnpurge conditions. One aspect of this investigation
was to determine if there was an identifiable triggering mechanism for

the chug, and if chug could be eliminated. The second objective was to ,_
develop an analysis capability for predicting the occurrence and severity

of chugging. !

Since the chug occurs during shutdown, loss of performance is of no

concern. Peak pressures during chug never exceed I000 psia in a chamber
that was designed for pressures in excess of 6000 psla; thus, chamber
failure is not a concern. Because of these facts, the chugging had

received little attention. Developments which linked the c_ag to the i
failure of the augmented spark igniter oxidizer line _Dexter and McCay,
1984) renewed interest in controlling the problem. Oxidizer preburner

chugging has also been suggested as having a deleterious effect on
turbopump bearings. There have been no catastrophic failures associated

with preburner chugging.

The chug occurs only on shutdown during the helium purge of the

preburner oxidizer manifolds. Figure 3 is a schematic of the fuel pre-
burner manifold and purge system. Following shutdown, helium flows into

the oxidizer manifold and clears the resldusl oxygen behind the pre-
burner oxidizer valve into the preburner combustion chamber. The

augmented spark igniter oxidizer llne is also cleared by the helium
purge. Followlng completion of the oxidizer purges, the fuel flow is

stopped. Since chugging eeeurs on _hutdown, the shutdown sequence is
revlewcd below.

Shutdown of the engines is preceded by a ramp down to a predeter-

mined cutoff power level. For ground tests, this i_ usually greater

than 90% thrust; for tlight, cutoff usually occurs at about 65% of rated
thrust. Figure 2 presents the valve closing sequence for the time
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followlng cutoff command. Table I presents the effective closing times
for the various valves. The valves are ball valves and, therefore, the
main flow path closes well before the valve reaches a zero position
indication. The valve seals are cam-operated and do not seat until the
valve is almost closed. Table 1 also gives the valve characteristics
for the four valves that influence the preburner system.

Figure 4 outlines typical shutdown performance. Notice that
chugging begins after the FPOV, OPOV and M0V have closed. Chugging
characteristics change, depending on the size of the helium orifice in
the fuel preburner purge line. Chugging consistently ends between 3.0
and 3.1 seconds for both the fuel and oxidizer preburners. The chug
"pause" mentioned in Figure 4 refers to a reduction in amplitude of the
chug at about 2.5 seconds after cutoff. Additional details of the prob-
lem will be presented later.

APPROACH

Prior to analyzing this particular problem, the literature was
reviewed to provide background for the study and to identify any useful

analysis techniques. On the basis of this study, it was determined that
chugging probably depended primarily on the oxidizer system since the

helium purge provides the necessary softness. Other possibilities
identified were :

a. Sympathetic coupling between the preburners through the fuel

or hot gas injection system.
b. Oscillations induced by oscillating pressure or flow in the

helium system.

c. Oscillations induced by oscillating fuel pressure.
d. Oscillations induced by pmnp rotor dynamics or speed variation.
e. A mechanism involving the main combustion chamber pressure

feedback to the preburners through the hot gas injection system.

Two paths were used to study the problem. Data from static firings
were analyzed, and a simple model incorporating the major features of
the chug was developed. The primary purposes of the tes_ data review
were to determine the conditions in the preburners at the time of

• l

chugging and to identify triggering mechanisms for the chug. The data
review was also expected to eliminate some of the possible mechanisms

for the pressure oscillations, as well as provide guidance to the
modeling effort. The model departed from previous analysis techniques

in that the amplitude of the oscillations, as well as the frequency,

were of interest. The model should not only assist in identifying
possible solutions to this particular problem, but should be helpful
in future design studies. The data review is presented first since the

results of this e_tort guided the modeling approach.
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Table I. Valve Shutdown Characteristics

SHUTDOWNCONTROLLEDBYPROGRAM_DCLOSINGOF:

VALVE TIMECOMPLETELYCLOSED

OPOV '-,1.5SEE

FPOV ,-,2.2SEE ._

MOV _.,2.7SEE ._MFV • 5 SEC _,

MAINFLOWPATHCLOSEDFORPREBURNERVALVESAT 45%POSITION:
SEALSCLOSED_ G% POSITION

KOV: MAINFLOWPATHCLOSED"-31% !j

SEALSCLOSE_-15% 1

_-"J:V:MAINFLOWPATHCLOSED~ 31X

SEALSCLOSED,-"_X

OPOV& FPOVARECLOSEDBEFORECHUGSTARTS '!

MOVSEALSCLOSEBEFORECHUGSTARTS

_'_FVCLOSESAFTERPURGEANDCHUGGINGARECOI_@LETE

_: CHUGGINCIS

A. NOTDIRECTLYRELATEDTO ORTRIGGEREDBY VALVECLOSII_G

. B. ASSOCIATEDWITHTHEOXICIZEII,PURCCPROCESS
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TYPICALSHUTDOWNPERFORMANCE

TIMEAFTERCUTOFF

1,4SEC OPOVSEALSCLOSE.
OPBCHAMBERPRESSUREDROPSSMOOTHLYFROM

800PSIATO500PSIA.

1,8SEC HELIUMCHECKVALVESOPENPUSHINGOXIDIZER
FROMOPBMANIFOLDINTOCHAMBER.CHAMBER
PRESSURERISESTO750PSIAANDSTABILIZES.
HELIUMFLOWSUBSIDESAFTERINITIALSPIKE,

2,2SEC FPOVSEALSCLOSE,HELIUMFLOWIMMEDIATELY
RISES,
MOVSEALSCLOSE(AFTERFPOVSEALS). i

2,3SEC HELIUMFLOWSTABILIZESASDOFPBANDOPB il
CHAMBERPRESSURESFORSMALLORIFICETESTS, i'
HELIUMFLOWCONTINUESTOINCREASEFOR
LARGEORIFICE,

2,3- 2,5SEC CHUGGINGBEGINSINFPB..LARGEAMPLITUDE
FORLARGEORIFICE,SMALLAMPLITUDEFOR
SMALLORIFICE,
LOWLEVELCHUGGINGMAYALSOBEGININOPB.

2,5SEC LARGEAMPLITUDECHUGBEGINSFORSMALL
ORIFICEFPBANDALLTESTS,CHUG"PAUSE"
OCCURSFORLARGEORIFICEFPB,

3 SEC CHUGGINGENDS

Figure 4. Typical Shutdown Performance
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TEST DATA REVIEW

The eight tests chosen for detailed study are summarized in Table

2. Since a cursory review of the available preburner data had shown

that the chug was sensitive to the size of the orifice in the helium
purge line, four tests were chosen with small purge orifices and four

with large orifice. Of the four small orifice tests, two exhibited

pops (sharp spikes in pressure or acceleration usually associated with

detonations) during the chug. Two large orifice tests were chosen that

did not exhibit substantial chugging. No tests with small orifices

exhibited low-level chugging. An attempt was made to choose all tests

with a cutoff power of 90%; however, only one 90Z test had low-amplitude
fuel preburner chug and test 750-237 was picked as the second low-chug

test. Test 750-237 cut off from I00% power. All tests were chosen from

A3 test stand, engine 2308 to minimize the effects of engine variations.

The number of tests that could be reviewed was limited by the time

required to obtain analog data from high frequency tapes made during
the tests. _

Table 3 presents the analog data that were studied for each test.

Addltional digital data were also reviewed. Although the digital data

sample rate is insufficient to trap chugging oscillations, these data

were useful in establishing mean properties during chugging. Table 3 ,i

also shows six measurements considered to be crucial to the study that !
were not available. No fuel-system or oxldizer-system high frequency

analog data were available for the t_sts chosen except the balance cavity

pressures for the fuel and oxidizer pumps. In spite of the paucity of

analog data, it was possible to eliminate all of the suggested chugging

mechanisms except chugging coupled to the oxidizer/helium purge system.

The triggering and suppzession mechanisms were not identified.

Chu_ Identification

High frequency analog data is recorded as an FM signal onto mag-

netic tape for each test. The frequency response of the instruments

(primarily pressure transducers and accelerometers) is usually from DC

to about 20,000 Hz. Pump speed and flow meter data are also recorded.

In analyzing a chug, the data were filtered to exclude frequencies less

than 50 Hz and greater than 200 Hz. This choice was based on counted

frequencies from the unfiltered tape. A subsequent review of the data

suggests that a more appropriate window would be 70 - f < 500 Hz. The

high frequency recommendation is based on finding frequencies near the

200 Hz limit and concern over filter rolloff. The l_,w frequency limit

is intended to delete 60 Hz noise, which was a problem for some tests.

No frequencies of significance less than 90 Hz were observed. It may

also be useful in the future to delete the upper frequency cutoff, since

pops are excluded by an upper bound on frequency.

In order to isolate a chug, the filtered analog data were scanned

visually for an amplitude surge representing the chug. When a chug

was noticed, the data were electronic_lly plotted as pressure (or accel-

eration, etc.) versus time. The frequency could then be determined by

Xl-J4
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Table 3.

DETAILEDTESTREVIEW

B, HIGHFREQUENCYDATAFOREACHTESTWERESTUDIEDFOR

1, FPB-PC

2. OPB-PC

5. MCC-PC(AVAILABLEONFIRST4 TESTSONLY) :'

4, MCC-HG.IN,PR (AVAILABLEON LAST4 TESTSONLY)

5, HPOPBALCAV,PRI ONLYAVAILABLEHIGHFREQUENCY

J6. HPFP " " " FUEL& OXIDIZERSUPPLYDATA
;)

l, FPBLONG.ACCEL i:

8. FPBPAD.ACCEL

9. HPFPSPEED

10, ENGINEHELIUMFLOW

CRITICALDATANOTAVAILABLE

i, OPBOXMANIFOLDPRESSURE

2, " FUEL "

5. FPBOXMANIFOLDPRESSURE

4. " FUEL " "

5, OPBCHAMBEREXITT_PERATURE

6, FPB " " "

X[-16
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counting peak_ ovor n uelo.ct_d time so._ent, or counting t.ho total nu_h_,r
of cyclea in the chug and dividing hy the chug duration, Both method_
wore used. tt was also possible to do an el_.ctronle frequency analys_l_
and product a power spectral density (I'_D) plot. These plots rJrovlde a
measure of _he power reprehended by a given frequency. Generally, the
counted t.:equencie_, and the peak frequency from the PSD were In reason-
able agreement.

Typical Chug Plot_

Characteristic shapes were noted for the preburner chugs rumor
varlou_ conditions. Figures 5 through 9 are typlc,_l chug plots, AIJ
plots cover a l-second time period beginning x _econds after cutoff; x
is the last number iu the upper title (3.3 for the first plot). Figure

5 shows the typical chug shape for the fuel preburner on a small orifice
test (750-205). _e chug begins at approximately 2.6 seconds after
cutoff and extends to almost 3.1 secondpast cutoff. The amplitude for
this plot seems to be clipped by the upper and lowel bounds but is
believed to be about 420 psid peak to peak. It is perhaps important to
note that these plots were made with equipment and software designed
for accelerometer data, end hence the format of the plots I_ not optimal.

The principal interest in Figure 5 is the shape of the plot. Notice
that a low-level chug appears to precede the main chug. The main chug

blossoms rapidly, requiring only 5 cycles to reach maximum amplitude.
T11eamplitude then decays smoothly. Frequencies in the prechug area

were typically higher than for the main chug and less consistent.
During the time of the chug, the digital data indicated a mean pressure

that was falling slightly but centered around 400 psla. This datum is

reported as read with the note that for most chugs, the chamber pressure
was near 650 psla.

Figure 6 shows the OPB trace for test 750-205. Again notice the

blgh frequency, low amplitude prechug. In this case, the prechug fre-
quc_cy i_ near 200 Hz and the amplitude may have been affected by filter

rolloff. The chug develops as a series of clusters suggesting a beat
behavior. As for the fuel preburner, the chug ends just before 3.1 i

seconds. The mean pressure here is 600 psla. The maximum peak above

the mean is about 190 psld, which gives an absolute peak pressure at

790 psia. This is higher than the helium purge pressure and may poten-
tially push fuel or combuntion products hack into the oxidizer manifold
or the ASI oxidizer llne. This characteristic is common to all tests

and is believed to be at least partially respohslble for the ASI llne

detonations on the fuel preburner. (Dexter and M_Cay, 1984).

Figurv 7 is the FPB chamber pressure for a large orifice test
('/50-.234).Notice the radically changed shvpe of the chug. Now the
chug begins near 2.3 seconds and grows slowly, requiring about 25 cycles
to reach maximum amplitude. The frequency is noticeably greater at the
start of the chug than in the middle. At about 2.5 seconds the amplitude
goes through a minimum before rising slowly again and then decayiug

smtTothly. It is the opinion of the author that the initial prechug
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Figure 5. Fuel Prehurner Chug Trace for Test 750-205 ,i
|

?

i
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Figure 6. Oxidizer Preburner Chug Trace for Test 750-205
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Figure 7. Fuel Preburner Chug Trace for Test 750-234 .,
r

(8-6)

-1Be e > t

Figure 8. Oxidizer Preburner Chug Trace for Test 750-234

3e

I

(4-10)

-3e 1

Figure 9. MCC Hot Gas Injection Pressure Chug Trace

for Test 750-234
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noticed in Figure 5 has been amplified by the increased helium flow.

Tho chugging process must be nonlinear since the frequency decreases

with amplitude and is less than the frequency of the prechug.

Figure 8 is the OPB chamber pressure for test 750-234. Notice

that there is not an obvious prechug in this case, although it may be
obscured by the 60 Hz noise. The main chug begins earlier than before
but still shows the characteristic beat behavior until near the end of

the chug: As before, the chug terminates near 3.1 seconds.

Hot gas injection pressure for test ?50-234 is plotted in Figure 9.

The amplitude is now less than 50 paid. The shape is characteristic of
the FPB in that two distinct blonsoms are observed. The latter section

shows a slight beat behavior suggesting the influence of the OPB. The

pressure measurement is taken on the FPB side of the hot gas manifold, i

so the stronger influence of the FPB is to be expected. !!

Table 4 is a summary of the data collected from the analog data for _
the fuel preburner. The chugs for the first four tests have fairly _
consistent start and stop times, frequencies and amplitudes. The mean
duration is about 0.4 seconds. The three tests with a large orifice

which exhibited chug have a noticeably earlier starting time and a _
longer duration. The amplitude is reduced slightly. Notice that the ,_

obviously anomaluus amplitude from test 237 has been deleted from the i]

average. It is difficult to reach any firm conclusions from the sparse 1
data presented here. Carol Dexter (1984) provided the plots of Figures
i0 and II based on a different compilation of FPB data. These figures _

support the longer duration, lower amplitude conclusions drawn above.

_j
The results for the OPB are summarized in Table 5. The same i

general conclusions of decreased amplitude and increased duration linked i
to earlier start time are valid here. Test 750-237 data are again out

of line with other data. This is probably due to the different cutoff

power levels.

Two additional columns are shown in Tables 4 and 5. These are chug

start time minus helium surge time and chug start time minus the time

when the OPOV is fully closed. These represent an attempt to delete the

effects of different valve positions at cutoff on chug start times.

This collapses the start time data slightly, but provides very little I

new information except that the chug is not tied directly to the start I
of helium purge or the closing of the OPOV since the same changes in
start time are noted here as for th,_tim_s measured from cutoff. I

Perhaps one of the more intriguing observations of this study is

that there is an effect of the increased helium purge orifice on the

0PB. The larger orifice was installed in the FPB purge llne only.
Predictions of helium flow show that the flow to the FBP should increase

by 24% with the large orifice, while OPB flow should decrease about 4%.
There should be a net increase of 18% in total helium flow. This

corresponds well with the increase in measured total helium flow and
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suggests that the orifice should have little or no effect on the OPB.

Since the OPB chug is affected, _ncreased purge flow alone must not be
responsible for the difference.

Acce]erometer, helium flow, and pump speed data have not been

discussed since chugs were never observed. Chug-like blossoms were
observed on the main combustion chamber pressure, but these appeared

at random throughout the test, were low amplitude, and correlated poorly
with the other known chugs. They are assumed to be noise. The pump

balance cavities did show low amplitude pressure fluctuations with PSD

peaks near the characteristic frequencies of their respective preburners.

These fluctuations were continuously present; their relation to the chugs .!

is unknown. Table 6 summarizes the major conclusions of the test data !

review, and Table 7 summarizes the implications of the data review for

modeling the chugging process.

CHUG MODELING ;i

The amplltude of the chug pressure excurbion was considered to be

important to the secondary effects exhibited by the shutdown chugging.

The characteristic frequency was also important to understanding the

causes and possible control mechanisms for the chug. The characteristic ,I
frequencies could he addressed by existing models, but the prediction :_

of amplitudes requires a new approach. In the short time available, a

complete and comprehensive model was not anticipated; rather, the

approach was to utilize an existing model to determine characteristic

frequencies and begin development of a model that would allow transient

conditions and chug amplitudes to be predicted.

A version of AUTOCOM (Reichel et al., 1973), a combuator design !

code developed by Aerophysics Research Corporation for NASA, was avail-

able. This code, an extensive combustor optimization code, includes I
J

ana[y_;is of chugging using the Crocco and Cheng model. Since the pro-
gram was not reliably operational, the first task was to understand the

code and run some test cases. Efforts in this area were hampered by

what appear to be undocumented local modifications to the code. For

example, one of the primary input name lists includes over 50 parameters

that do not appear in the users manual., The program is further compli-

cated by extensive use of equivalence statements, which makes the parame-

ter passing process between subroutines opaque. The code includes two

subroutines that the users manual states specifically were deleted at

NASA's request, suggesting that this version, even before modification,

may not have l,een the final code. All this criticism leads to an

admission o[ failure; AUTOCOM was not successfully applled to the p---

burner chugging problem. The program is probably capable of analyzirg

l_rebur1_er vhugglng, but the number of manhours required to unravel the

problems appears to be excessive. AUTOCOM should be abandoned in favor

,,{[less ambitious, more recent, and better documented programs that are

ova|]able. Fewer m_,nhours would be required to reprogram the specific

parts of AUTOCOM that are useful than to revise and document AUTOCOM.
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Table 6.

TESTREVIEWCONCLUSIONS

1, CHUGGINGFREQUENCYFORFPB> OPBTHEREFORE_CHUGGING
ISNOTSYMPATHETIC

2. START/STOPTIMESSIMILARSUGGESTINGSIMILARTRIGGER/
SUPPRESSIONMECHANISM

3. ENDOFCHUGGINGNOTASSOCIATEDWITHCOMPLETIONOFOXIDIZER
PURGESINCEINCREASEDHELIUMFLOWDOESNOTHASTENENDOF
CHUG

4. OPBCHUGISAFFECTEDBY LARGERORIFICEINFPBLINE.
PREDICTIONSOFHELIUMFLOWWERE :j

FPB-24%INCREASEFROM761TO942SCFM I
!

FPB- 4%DECREASEFROM194TO186SCFM

NET-18%INCREASEFROM956TO1128SCFM i

ACTUALDATASHOWS15%INCREASEFROM31.2TO35.9ACFM

HENCE=INCREASEDPURGEFLOWISNOTPERSERESPONSIBLE
FORVARIATIONSINCHUGGINGBEHAVIOR

5. OPBCHUGSHOWSA CLEARTRENDTOLONGERDURATIONANDLOWER
AMPLITUDEWITHINCREASEDENGINEOPERATINGTIME(TESTNO.)
SUGGESTINGTHATFATIGUE,WEARORFOREIGNMATERIALACCUMULA-
TIONMAYBEPARTLYRESPONSIBLEFORCHUGGINGVARIATIONS.

6, CHUGGINGDURATIONANI}AMPLITUDECHANGESANDELIMINATION
OF CHUGGINGINTWOCASESSUGGESTTHATCHUGGINGCANBE
CONTROLLEDBYRELATIVELYMINORREDESIGN,

7, CHUGGINGOCCURSDURINGA RELATIVELYHIGHFUELFLOW,
THEREFOREFUELSTARVATIONISNOTLIKELYTOINHIBIT
CHUGGING.
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Table 7.

TE3TREVIEWIMPLICATIONSFORMODELING

i. LACKOFSYMPATHETICOSCILLATIONBETWEENPREBURNERS
SUGGESTS

$ EACHMAYBEMODELEDSEPARATELY _
a PRESSUREFLUCTUATIONSINTHEFUELSYSTEMARE i

PROBABLYUNIMPORTANT,

e PRESSUREFLUCTUATIONSDOWNSTREAMOFTHETURBINE
AREPROBABLYUNIMPORTANTTO CHUGGINGCHARACTERIS-
TICS.

2. SIMILARITYOFBEHAVIORSUGGESTSA SINGLEMODELCOULDBE
APPLIEDTOBOTHPREBURNERSWITHANAPPROPRIATECHANGEOF
CONSTANTS,
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One important consideration that came from reviewing the prevto._
models for instability was that assumptions are frequently intertwined
so tightly with the solution algorithm that modifications are difficult
or impossible to make. On the other hand, AUTOCON is an example of a

program which, in trying to do everything, actually accomplishes nothing.

To circumvent the problem, the new model was conceived as a chugglng-only

model with solutions being built up from very simple cases to more

realistic versions. This would allow a new user to solve, say, a simple

spring-mass-damper problem initially to build confidence in the code _
and understand the proper input. As the user's sophistication improved,

f

more difficult tasks could be performed. The approach is an anathema

to sophisticated programmers (which most engineers are not) and requires

more time and storage than "production" programs. In the current era of

super computers, there is no reason, other than snobbery or perhaps

proprietary smoke-screening, _o write programs that are opaque to the 't_
user. Sloppy and inefficient programming is not suggested, but clarity

and simplicity are. ¢

Model Description

Program TSTCHUG was designed to demonstrate the important features

of chugging as it appl_ed to the SSME during shutdown. That is, the

oxidizer system still contains liquid oxygen but a helium purge is

underway. The oxidizer manifold is isolated from the remainder of the

oxygen system by the preburner oxidizer valve. The helium provides a

pneumatic spring behind the relatively incompressible LOX while the

combustion chamber provides a time-dependent pneumatic spring in front

of the oxidizer "piston."

Figure 12 is a schematic of the model. Flow conditions are not

considered in this initial model, and the oxidizer piston mass is

assumed to remain constant. Future modifications can incorporate flow,

changes in mass, and realistic combustion by replacing constants in the

_overning equation by functions as needed. In addition to the pneumatic

springs, a linear spring is also programmed to allow the new user to

solve a familiar problem. The governing equation is

M -- = -Kx _

d_" 1I"I + x} T011. _- x) F t _ - F'_ _- .

wh_re x is the position of the piston, M the oxidizer mass, K, CI and

C2 the linear and pneumatic spring constants, FI and F2 the friction
coefficients, and T the right-hand chamber temperature. As currently pro-

grammed, K, CI, C2, F I and F2 are constants. T, the temperature of the
right-hand chamber, is programmed to increase with the x position follow-

ing a time delay. This is equivalent to burning the oxidizer x seconds

after it enters the chamber (T is the time delay). This aspect of the

program has not been adequately checked out; the results presented below

use only a simple isothermal compression.
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!

The governing oquation wa_ ].n:l.Lia]_y programed using a slngle- i

step, first-order algorithm. This algorithm proved to be fast and

_atisfactory for the linear _prlng without damping, nlthough Clme stops
of I x 10-6 times the oscillation perJod were required. The method

failed for cases with damplng, particularly second-order damping, due

to numerical inaccuracy and apparent instablllty. The program was
rewritten to use a fourth-order Runge-Kutta slngle-step algorithm.

This proved satis£actory for all cases tested so long as the time st _p
was less than I x 10-3 times the period. Accuracy is improved by

reducing step size at the expense of additional computational time.

TSTCHUG was progran_ed in FORTRAN 77 and implemented on an HP-1000

computer. 2.5 x 10 b time steps requires about 20 minutes to complete, i
Since less than 100 cycles are needed to analyze a chug, most cases
require substantially less ti_e (I00 cycles @ I000 steps/cycle =

I x 105 steps = I minute).
11

Even for the Runge-Kutta algorithm, undamped neutrally stable cases i!
were observed to grow in amplitude. This apparent instability is :_
actually numerical inaccuracy, but the effect is the same, increasing

amplitude. With small step sizes as suggested above, the amplitude
grows in the fifth significant figure during each cycle (not each time

step). The slight increases in amplitude introduced numerically should I

not usually be confused with the dramatic increases in amplitude which !I

are of interest for chugging. Utilizing a multi-step method such as

the Adams-Moulton fourth-order algorithm could improve accuracy and

speed while at the same time providing a check on the numerical accuracy.
This has not been programmed, but should be considered.

Model Application and Results

To apply the simple model, it is necessary to define the various

constants in the governing equation. Of primary concern were the

volumes and lengths of the chambers and the mass of the oxidizer. The

characteristic frequency was found to be sensitive to all these parame-

ters. Table 8 shows the computational procedure for each of the con-

stants and the final value used. The volume of the hellum-filled ullage i
increases as the oxygen mass decreases; therefore, a special series of
tests was conducted with mass as a linear function of volume of the left i

chamber as shown in Figure 13. The chamber was assumed to be a cylinder; ,

therefore, the length increased linearly with the volume. Because I

there was no driving force, all these cases exhibited decreasing ampli- I

rude. The frequency was the primary interest, however. Frequencies I
of 300 to 500 Hz were predicted. Figure 14 shows the frequencies pre-.

dieted by the model for seven conditions during a purge. The freque_Icies

are seen to reach a minimum near the midpoint of the purge and then

increase as the purge completes. There were some tests where the end

frequencies were greater than the middle frequencies, but this was not

consistently observed. The shift of frequencies suggests that a triggering

event would not be necessary If an oscillating disturbance were

continually present: the chug would begin when the natural frequency

passed through the disturbance frequency. If the trigger _requency
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Tabl.t. 8,

MODEl, PARAHETER SELECTION

(:l--I,IVI _- (5.2xI0h pa)(l.64xlO -3 m3) _ 8.5x10 3 (maximum)

C2 = i'2V2 (3._xlOb Pa)(l.Ox10 _ m3) _ 3.8xi04

4
i

L 1 ; 0.25 (maximum)

L._ = 0.24
1

i'
F = 0

1

i

.(dp)(A) = (I*09xi07 Pa)(l'O6xiO-3 m2) = 7.7
I:2 = V2 " (l.48xtO 3 m2/sec 2)

t = F2/10 = 0.8To compensate for no combustion, F2

b!= (density) (volume) = 1.64 k_ (maximum) i
t

I
i

I

I

I
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were near the minimum frequency, this could explain the relatively
constant frequencie_ observed. Furthermore the chug would not neces-
earily be combustion-driven, These predictions do not eliminate the

possibity of slnglo triggering event nor do they provide any insight
on the augmentation of the pre-chug by increased helium purge flow,

The model is currently too primitive to provide much insight into

the problem as evidenced by the high predicted frequencies. Part of this
problem is in choosing the parameters to use for the model, part due to

the absence of flow, and part due to the absence of combustion. This
model does, however, have the capability of expansion to include flow

and combustion, and a more careful assessment of volumes and appropriate
lengths can and should be undertaken. The model has demonstrated that

a numerical computation of amplitudes and frequencies is posslbZe and
potentially useful In understanding and correcting chugging problems.

CONCLUSIONS AND RECOMMENDATIONS

Table 9 summarize_ the conclusions oi this work. Briefly, the data

suggest that chugging is not sympathetic between the two preburners, nor
is triggering of one by the other indicated. The most likely cause _eems

to be a specific event that triggers the chugging, although the possibility
that conditions change during the shutdown from stable to unstable has

not been eliminated. Helium-flow surges, pump-speed surges and main
combustion chamber feedback have been eliminated. Attempts to identify

the triggering mechanism were not successful. Areas investigated
included fuel and oxidizer valve closings, helium check valve opening,

helium pressure surges, fuel pressure surges and hot gas injector pressure

surges. None of these events correlated with the chugging. Chugging
also changed following enlargement of the FPB heliunl purge orifice. The

prechug increased in amplitude and blended with the main chug. The
amplJtude was decreased for both the fuel and oxidizer preburners at the

same time that the duration was lengthened. Chugging was _llso found to
be a rune! ion of cutoff power level and, to a lesser extel,t, test dur_l-
tlon. Although the triggering mechanism was not isolated, the absence

of chug_ on some tests and the low amplitude of chugs on others suggests
that chugging can be controlled, if not eliminated.

Additional data are needed to confirm the trends observed in the

few tests reviewed. High frequency data are needed for fuel and oxidizer
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Table 9.

CONCLUSIONS

FROMTESTREVIEW

1. OPB g FPB SIMILARBUT NOT SYMPATHETIC .!_
q

2. CHUGGINGCHARACTERISTICSHAVECHANGEDAND MAY ,,

BE CONTROLLABLE

3. UNRESOLVED ,

1. TRIGGERINGMECHANISM :ii
2, TERMINATINGMECHANISM

'i

FROMMODEL .i

i. INITIALRESULTSENCOURAGING ,_

2, NUMERICALDIFFICULTIESMINIMALWITHPROPERMETHODS
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manifold pressures on both preburners. These data many be difficult to
obtain, but particularly the fuel pressure _hould he observed. Although
the difference tn frequencies suggests that the fuel system Is not
i,volved, it _annot be completely ei tminated until fuel pressures near
the preburner manifolds are observed. Temperature data at the exhaust
of the proburners could help to determine if oscillating combustion is
responsible for the chug or If some other mechanism is dominant.

Although no failures have occurred on the oxidizer preburner, data
on chug start and stop times, frequencies and amplitudes should be
gathered on a routine basis to develop the same backlog of experience

that is awlilable on the fuel preburner. Routine collection of this /
data will require a change in the method of data processing. All data
presented in this report were processed by a technician working pri-
marily for a pump dynamics analysis group as a favor to the author.
The equipment for processing these data exists in the SSFIEdata room

but is currently inoperative. The Norland equipment should be repaired _
and data room personnel trained to operate it. Data from each test _

stand can then be automatically acquired without engineering interven- _
_ion and will be available when needed. Routine use of the equipment

will improve data formatting and may interest other engineers in using
the capabilities.

The mt,deling effort should be continued m_d supported by a review

of other programs that may be available commercially or through other
NASA agencies. It appears that the emphasis of other analysis techniques

has been on determining whether or not a system ma_,chug. For this work,
the system is knowna to chug; the analysis is intended to isolate causes,

anticipate problems and suggest control mechanisms. Stability analysis
programs will be useful in identifying the effect of varying propellant

temperature and chamber pressure on the probability of chugging, but
cannot predict the magnitude. One area of concern is that chugging

seems to be more severe on high altitude shutdown than for ground test-
ing. It [s imperative then to develop a model with nonlinear behavior

which c.m at_alyze this condition. The simple model presented above has

sho_ that it is numerically possible to do such computations; the
challenge now is _o incorporate appropriate extensions to the model that

allow accurate predictions of the chug frequency and amplitude. This

development should proceed as rapidly as possible to provide an analysis
tool for future genera=ions of $SME and to determine if a simple design

change t,rvariation of operating procedure could eliminate the chugging.
[twll[ also provide guidance on the severity of any possible secondary
cflevt:_, ,_och as pushing combustion products and fuel into the oxidizer
man iI. I tl.

Tht:_ :_tudy has 1Jid the ground work for a continuing study of SSME
_htltdown chuggillg. Several possible causes have been eliminated, and

uhv chaugc._ associat'eo with enlarged helium purge orifices examined.

The model, although primitive at this time, will assist in understanding
the chuggh_g on these and future engines as it is developed from a test
_:odt: L_, ,nl _lnalysis tool,
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ABSTRACT

d
Traditionally, the use of brittle materials has been avoided in :_I

demanding structural applications because of their unreliability. They I'Ihave been used however, due to other desirable properties, in
non-structural applicatitons or where the mechanical load is minimal It 'i !

_s not surprising that there is limited knowledge or experience in design #
approaches for these brittle materials applications, an effort to develop
an acceptable design approach is past due. !

The most common method utilized today for the design approach of
brittle materials is the probabilistlc, which takes into consideration the

flaw and stress distribution within the brittle material. It does not take

into consideration the fracture mechanics effect of strength degradation
while aging under a mechanical load. This project will combine the two

methods, probabilistic and fracture mechanics, into a more reliable design
method for brittle materials.
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INTRODUCTION

Space r_lated materials in the immediate future will be required to
operate for 2onger periods of time, withstand more cycles of use and be usable
at higher operating temperatures. Ceramic materials ere prime candidates for
some applications, however, ceramic materials are inherently brittle.

The major distinction between the mechanical strength characteristics of
ductile and brittle materials is the unusually high degree of variability
exhibited by the brittle materials.

The large scatter in strength data is due to the size of the specimen,
the volume and area under stress, and flaw size and distribution in the
ceramic materials.

¢

Baslcally, the possible design approach utilizing brittle materials may
be put into five areas:

I. Empirical
2. Deterministic
3. ProbabiJistic

J4. Fracture Mechanics
5. Combination(s) of the above _!

The first two design approaches are impractical due to the large safety

factors required. Probabilistic approach does take into account the flaw
distribucuion and stress distributiton. The normal method evalutatlng flaw
and stress distribution. The normal method evaluating flaw and stress
distribution effect on failure of ceramics is the utilization of the Weibull

approach. However, the Weibull approach uses essentially instantaneous
strength values, while fracture mechanics reveals that strength of brittle
materials decreases with aging under a mechanical load.

Strength results for nominally identical ductile metal specimens will
seldom vary more than 5% and a design strength value can be idealistically
specified. Similar specimens of a brittle materlal however may have strength i

values with variation of 100% or more. It should be emphasized that this !
variation is not due to bad quality control, it is an inherent characteristic !
o[ a material chat cannot deform piustlcally. _ecauae of this variation, the 1

average strength value is not an adequate basis for design specifications. 1
The design engineer must think in terms o_ probability ra_her than vLrtual
certainty. This presents a major problem in the utilization of brittle I
(ceramic) material_ in the aerospace and space technologies, the fields which
have the greatest potential of needs for the other superior properties of
ceramic materials.

Tb.,(_rrent popular means of looking at probability is by the Weibull
abproach . It is based on the weakest link theory, which assumes that a
given volume of a ceramic under a uniform stress will fall at the most severe

flaw. The two parameter form of the Wei_v_l distribution function as applied
t,_ _tres_ and probablitiy of failure is:

Pf(¢_) = 1 - exp - -vg_ m

X! I-4
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whore P£ _s the probability of faLLur,_, is the maximlan stress V = vulume o[
the bod_, K .-" a normalizlng eonstantp and m "_ the Noibull modul,m which is a

m_.a,ure =_f _h,, variability of the failure stre_. The larger the value of m,

the Lower the scatter. Not¢= that the above form applies to subsurface, or
volume, flaws, while for surface flaws the surfac_ subjo_ct_:d to _he tensile
stress, S, rather than the volume, V_ must be considered, it is assumed that
the flaw distrlbution i.s at random through the VOlUteS nr surf,_c,, under
consideration.

It is generally assum_d thai: if N tests arc* conducted and the ob_=¢,rved
.e'_ ** o.1_-a

. ren,,mher.din as, endln orderthat

"['h_n, r_-.wr[tin_ the first equation in the form of ii

In In [l-Pf)-l=ln VK + m
In ¢--

]n (I-Pf) -I against ln¢;-. The slope of the resultant Line i_Call plot tn

m, ttle Noibull alodulus, and VK can be d_termined for the interc,_.pt.

Using uniform tension equivalent or effective size rather than the actual
volum_ or surface area, the P-- relationship for an experimentally observed

system may be extrapolated to any other system. The methods to do so have
b,:en discussed in the literature. Simply,

PI = I - ( I-P2 )v//v_"

wt,-r_- PI ,l,vl V l refer to the desired configuration and P9 and V 2 refer to
tht. know;l configuration. For surface flaws, S rather Ehan V must be

consider,_.t. As a corollary to the aboce equation, the relation between

stresses for a given probability of two members having different effective
sizes is

v,/

If th," t,.._t.,.d ._p_chaen has ._ignificatly smaller effective size, than the size

of the oo,np,_,l_,nI , then a large number of specimens will be necessary to de/ins
tile P-_'_'rel,tt-inncovering thv failure stress range of interest, llowever, if

the oft,.ctiv,, si_e of tile specimen is approximately equal to or even larger

that" the. ,.amp,moat, relatively few data points are required. Linear
r,.gtossi ,, analy._is i._ used to determine the slope, or Neibuil modulus, H.

Re,irr:ln,,.iu_,, Pf( ) -= I - exp - -VK m ,qtttl taking the matural logarithm,

In (i-Pf)-I = VK_ti_

['hll'; _ 't" :i giVt'tl tnater;.ll ,-,r Weibull modulus, m,

XlI-5

®

O0000003-TSG] 0



!-; : I c,-4)

The_l taking _Co be the mean strength, P_ is, by de_initlon, .5, w_ e_n
find the probability of £ailure associatt_a_wlth ant other ,tress lovPl n_lnR
the eq_at =on

llowev._r, the We_bull modulus is dete_Jned by the instantaneous breakin_ of a
britc[e material while fracture mechanics shows that the strength o[ a 1,rittlr,
material is a Function o[ loading rate and time. Brlttle materials hay,.
exce[lent strength when one restricts the testing to compressive loadln_.
However, uhen testing the same materials in tension the strength values
de:rease in order of magnitude with a huge increase in the variance of the
data. The most popular method of testing these materials in tension is the

three point bond tes_, giving a breaking stress or modulus of rupture. The
breaking stresses of brittle ceramics vary from 1,000 psi to 300,000 psi.
Tbls difference _n strength _s related to flaws in the brittle material,
usually surface flaws. For example, commercial flint glass rods typically
have modulus of rupture values in the range of 20,000 psi, while these same
rods, when etched properly in dilute hydrofluoric acid, can have strengths in
the range of 300,000 psi. Grifflth was first to publish on this subject, _nd

bed developed a failure cr_terlon based on an energy inventory at the _ip o£ a
crack. He stated that a crack will propagate in a material provlded (1

where c = c ark length, = applied stress, _ = Young_s modulus,_= Poisson's
ratio, andG_= energy per unit area of surface created by fracture propagation.

When the above equation is solved for_', the grifflth stress is obtained:

(2 (-I
'r_e applied stress#'-must equal or exceed the Oriffith stressO_for the crack
to propagate and rupture occur.

Glass and ceramics are noted for their inertness to most corrosive

a_mospheres, but they are susceptible to stress corrosion caused by water in
the environment. (5) This phenomenon is known as stress corrosion static

fatig_le, or delayed failure. Griffith did not take this property into
consideration in his determination o[¢_,,th_. G_if[ith stress, in equation 7,
abo_e. It is currently believed that stati_ fatigue results [rom the growth
of small surface cracks until the crack length, c in equation 2, causes _h,,
stress_'to exceed_,_C'at which point catastrophic ¢ailure occurs.

The susceptibility of c_mlcs and glass materials to stress corrosion
was first observed by Orenet "_" who observed time dependent failure and
_trength values that were dependent upon loading rate. One method for
studying _ress corrosion is to measure the velocity of macroscopic cracks as
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i

a function of _,lected variable_A such as load and nnvironmont, These

experimental ,totermin,ation_ tit,.: gent.rally callnd fracture, m_.chanic_ Ar.udic;_,
Fracture mochannicA it_ important in charactr_ri_:in_ _ubcritical crack groutli

boca,m,, th,: crack tip ntrr-._.e, that eaune cr_ltc _ gro, th ar_ dirt-oily
proportional to the ritr_¢l int_nAity f_ctor to/

Th_ :ml/ttl,_r (_) and ,_Wlti,ll (¢3 di_tributlon o_ normal t_tronnr,_ at f9_
tip of a ,'r;t_'k,_-_, for plan,, _train crack di_plac_m_ntq can b_ giveh by:

_! .) fir"

whort, K I r,,l+,,rr,,d to thq' _tr+_ss intensity factor. A nimplo dim+,nflit_a+ll
anaty_i._ ot_ "t body cotzta_nlng a crack of length 2_ subj,,cted to an applied

stres_,_.: tndieat,_ Chat)the.._tres._ intP.n_ificatlon at tm_ c-ack mn_t bc
=." ,and _. by "(7r,, l;I t_,d to

where ¥ is _ dim-n._ionless co_:_.ant which must depend on the variables of ;

shape and si_e of ,_pecimens and the crack shape. Brittle materials will then

rupture when the stress ,at the crack tip exceeds the bond str_.gth. 2here is

a stress intensity _tor corresponding Co this condition and this should be a

material parameter. _'" H,easurments of K[ for fast fracture verifies th_s

material par-tm_,ter, and it is known as KIC , the critical stress intensity "
fact or. _

o_

Twt) th_',,ri,._s en delay,_d fracture have been published, that of Charles and

Hillig along _ith that of ;lasselman. TM Charles and Hillig state that delayed
fracture is due to a stress enhanced chemical reaction, with the parameters

b_ing stress inten._ity fat:or, environment of crack tip (moisture content),
and the char'.:ter ,_f the material itself. Wiederhorn's and other's (8-10)

stress c,_rroslon studies have done much to confirm the Charles-flillig theory.

ltas,_ehaan at,_es that the microcrack_ gro_ by the stess enhanced, thermally
activated for:uation of vacancies at the crack tip. This theory agrees with

data tak,sn oil d typical industrial glass.

Project ,qoal

The mo_t trommon method utilized today for the design approach of brittle

materials ts th_ probabilistic, which takes into consideration the flaw and
stress distribution uithin ti_e brittle taaterial. It does not take into

com;iderati,_n the fracture mechanics effect of strength degradation while

aging und,,r a _aechanical _oad. This pr,_ject will attempt to combine the two
mPthod_, prnb:_bi l istic and fracture mechanics° int,_ a more rel iabIe design
m, thod for brittl,, materials.

Expo.t'i,n,,nr,i l "r,_c,,dure

t'h_, ha_,, lin_, data will h,, ,)bt:linPd from two nt, t,_ ot c,_mm,,t-cial glas._
r,.l,. ()lit, a,,_ wi°l haw. the, m_rmal surface liuish while the otht. r H_.t will

haw, :_ p,_lish,,d .qllz-_',qco. I'heso two sat:', will differentiate betwet-n frncturo,_
occurring fr,ml _tirt_it'_, fl:lws (normal commercial finish) ,_nd velum,, flaw_
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(.p,)l_h,,d .urfac,,). The initial W_ibull modulu_ will b[. determined _Tr_sm
,.odu[u_ of rapt.r,, dora utilizing a four point bead test. The Weibull.
modut._ will be r_dot,.rmin_d nfc_r glans rod uampl_a have _g_d under a
mechanical load for periods of 3, 6, 12 and 18 months. Fifty apeclmonn
will be the number of apacimena per test a_t to insure a statistieally
valid detormlnat ion.

Teat Re,suits To Date:

A campul:.r program was written to determine [ha Welbull modulus fr.m
M()I¢ data generated from the four point test. This program was written for
t:l,,: personal computer available in the H & P Laboratory, which was a HP-85
compL_t_,r. The program is given in Table l. Four sets of 50 specimens each
were broken re evaluate the computer program and HeR-We[bull modulus fit.

The fou- sets of specimens were 28 received 6mm glass rods, 26 recleved
10mm glass rods, the 6mm rods grit blasted and the 6mm rods flame polished. _
'Fho data for these speicmens are given in Figures 1, 2, 3, and 6, along
with the linear regression curve for the data. The curves for the grit ,
blasted and flame polished specimens had a "knee" in the curves. This
discontinuity normally means a change in fracture source, i.e. surface to
volume. This data is broken up into two sets, the values below _.he knee,
and t}.e values above the knee. The two sets of data from both curves wer,.

,I

reploted, and these curves are shown on Figures 4, 5, 7, and 8. The :4
Weibull modules M, and the average MOR is shown on each curve. It can be _!
noted that the Weibull modulus measure variability of the data, as there i_ '_

no relationship between high-low strengths and high-low Weibull modulus.
However, the data does fit the curves in an excellent manner and therefore,
the goa!s of this project should be obtainable with the outlined test
procedares •

Conclusions :

l. Modulus of rupture data obtained from four point bend test do fit the
Weibull distribution theory.

2. A computer program was wrltcen that detetanin=s and plots the We[bull
data along with a linear regression curve.

3, Initial data was obtained from four sets of glass rods and Weibull
modulus and curve obtained.

4. Long range goals el thi_ project should be obtainable within outlin,,d
test procedures.
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": HYDRODYNAMIC STABILITY PROBLEM FORMMLATED BY
,_: NUMERICAL SOLUTIONS OF THE NAVIER-STOKES E_UATIONS

-_'_
"_ J.M. Hyun

._.: Department of Mechanical Engineering
/i Clarkson University _ _

,_ Potsdam, New York 13676

.<: 1. Introduction

.:_ The theoretical approach to hydrod_namlc stability and
_L

_;: transition from laminar to turbulent flows has been principally

_i built upon the stability theory of small disturbances. The totalflow field, consisting of the basic laminar flow and the imposed

i perturbations, satisfies the governing Navier-Stokes equations.
....._ Invoking the smallness of the perturbations, one can linearize

=_! the equations resulting in the well-known Orr-Sommerfeld equations.
-_.20

2i! This procedure usually seeks the flow conditions leading to the

:i time-wise amplifying (or decaying) perturbations, thus identifying

_ the unstable (or s_able) regime in a suitably arranged parameter

space. The Orr-Sommerfeld equation approach has been firmly
i

_: established# several of its mathematical solutions for simple

i-:i geometries have been shown to be consistent with _he available

=} experimen+_l data (Ref. I).

_ It is important to recognize that the Orr-Somaerfeld equations

,,_i are limited to the linearized analysis of small-amplitude disturbances

_ Therefore, the onset of instability can be predicted by using the

linear stability theory, However, the ensuing development of

flow into finite-amplitude disturbances can not be understood by

Xli1-4
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, this theory. Another major restriction for the application of

the Orr-Sommerfela equations is th_.t _he basic flow has to be

parallel,

In an effort to overcome the aforementioned difficulties of

th_ Orr-Sommerfelc equation approach, a numerical method has been

proposed recently to investigate the hydrodynamic stability and

the associated perturbation-amplication processes (Ref. 2). The

•." method calls for direct numerical solutions to the unapproximated

Navier-Stokes equations Governing the total flow field. The

oncoming laminar flow is disturbed by forced time-dependent

_-- perturbations. Then, in a finite domain downstream of the point

of the introduction of the forced perturbations, the spatial and _i

i_ temporal evolution of _he _otal flow is calculated by numerically I
:.r

_ solving the time-dependent Navier-Stokes equations. The amplitudes '

!_. of the imposed perturbations are arbitrary_ this enables us to
,'2

J

'_ simul_te the nonlinear processes. In addition, the basic flow

_s not required to be parallel.

The idea is quite straightforward and not new. This kind of

direct numerical simulations was not feasible in the past due to
I

the inadequacy of the computers to handle the vast amount of 1

numerical computations. With the advent of modern computers and 1
I

the refined numerical analysis schemes, this procedure becomes I

better suited for complex flow configurations

In this report, the method advocated by Ref. 2 is critically

reviewed. Possible extensions to flows with significant heat

_ XIIT-5
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transfer will be considered. As a specific application, numerical

I
l codes have been written for the two-dinenstonal flow over a

backward-facing step, a flow configuration of interest to SSME

i, (Space Shuttle Main Engine) flow analyses.
t

-" 2. The nusmrical model

The Navier-Stokes equations are written in terms of the

vorticity (A) and the velocity components ( _(s V ) in

: dimensionless form,

1

_q

In the above, the nondiaensionalization has been made by using

H . _ , "_.v as the characteristic length, velocity° and

temperature, respectively. The Reynolds number is _e_ _ H/fl

The first task is to coapute _he undisturbed basic flow over

the step (see Fig. 1). This can be accoaplished by solving

(1)-(3) in the calculation domain with 90_/_ eliminated.

The calculation domain is chosen such that the depth is at least

&III-6
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'," three times the boundary layer thickness and the length four

times the wavelength of the disturbance. Along the upstreaa

: boundary, the oncoming flow is _aken to be the Blasius profile.

!2 On the boundary wall along the solid surface, no-slip boundary

_ con_itions are imposed, On the upper boundary, the free stream

values are assumed. One of the delicate point is the speclflca-

.L tion of the boundary conditions at the downstream boundary.

: Ref. 2 suggests that _he second derivatives of the flow variab]es

_ with respect to _ vanish at the downstream boundary.

'i_; After the basic flow has been determined, one computes the

_.: time-dependent vorticity and velocity field as solutions of the
_'_

:_ unsteady Navier-Stokes equations. At the inflow boundary,.

_ sinusoidally-varying perturbations of arbitrary amplitudes are

_.- forced upon the basic flow fi@Id. Thus, the total flow field

9_ at the inflow boundary ls represented as
!

-[

: C,,) are the total fields l_J;_ , _' _where i(, _ , 5 L._iS are

the basic flow profiles, and _A , _4'_ 6_ are the

: perturbation fields. The amplitude ¢.I of the perturbations is

in principle, arbitrary. The frequency of the sinusoldal

_.._ perturbations is given by (.) ,I

' ,_ x_ _-7

--,,.,_ -.. _-,-, .,---..,--._..__:.=-.-,-.-_..,.,.._t,._._,_..... _ ..... ,_...e:_=_...-- .,.-,,.,._..._ ....... ...... __-_, •..,._.,_,_,_,_,_,_%_._;_:_
i,i

• . o _L ' ,0 ":- o o _,_ .................................... 11[ ,..s.,....,.SL._._.-L_= _ _j[_
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In order to facilitate the computations, the profiles

_, , 6_ A are assumed $o be given by the so_utions of the
/

. linear stability analyses for the beundary layer flow over a

flat plate (aef. 3). The difficult Job of specify_nga consistent

: set of boundary conditions, especially at the downstream outflow

! boundary, remains to be examined further. As an initial step,

i-:_ the boundary conditions teoommended by Ref, 2 could be used•

=_ 3. Discussion of the model

_:_ The boundary conditions_used in Ref. 2 for the boundary

_ layer flow over a flat plate were shown ¢o produce accurate

,=o,_ results for that problem. It is not clear a priori that the

same set of boundary conditions Would give equally valid

_ results for different flow situations The potential problem

id_ areas are, among others, the upper boundary, the downstream outflow

i_ x boundary, and the convex corner on the step• Several different

_ numerical techniques for the convex corner should be evaluated

!:_" (Ref g)i_. " °
g,.

!,, As long as the buoyancy effect is smaller than the effect

_ due to forced convection, the temperature equation id decoupled,

... In this case, therefore, (4) can be solved separately after the

= velocity field has been determined. This numerical model can be

'_ easily modified to accommodate _he effect off.rural convection

!,_ Since the present method requires aocul_ate numerical

ii solutions to strongly time-varying _avier-Stokes equations, proper

numerical schemes are of paramount importance. A fully implicit

,_ finite-difference scheme will be used• Finite-differencing

,:-;' X]IT-8
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,_f several illustrative terms is shown below8

' = .......
>tl,. i

,?_L_I _ _tf,_ -,,:_ _ 0 [,;,_'-o/

where _, '_,'Ii denote the indices for "'_ l _ and time,

respectively. The boundary conditions will be discretized using 'i
,i

second-order accurate, one-sided difference approximations, i
Actual solution schemes for the finite-difference algebraic

:_! equations will i-_ebased on the line-by-line Thomas algorithm. _ii

Iterations will continue along a vertical grid line, while the !

_loba! sweep moves in the horizontal direc¢ion. Based on !i

-"" previous experience of the present author, a strong under-relaxation .-
>

_ will be needed for convergence. Even with a strong under-relaxation,

;.," it is no_ clear whether _his proposed numerical model would yield

satisfactory convergence for large values of the Reynolds number.

! It is expected that exhaustive numerical experiments will be
i- i

c, required for stable numerical computations.

: [ l _' J* . Future work

:" A FORTRAN code has been written for the specific problem of

"I__' the laminar flow over a backward-facing step. The code has been

_.] loaded into the Clarkson University's IBM 4341 Computer. A

"i,.] x[Ii-9
,H

_ .,,.
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i ")

i }_"

i _ thorough deL_ggin_ and code refinement will follow. Xt is

_i planned that the code will be used to examine _he two-dimensional

: Poiseuille flow over a backWard-facing s_ep as a sequel to

L )', the present problem.
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_'":. Fig. I. Flow geometry°h
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°_, ABSTRACT

_t

:: The purpose of this research is to study the variable
_,. polarity plasma arc (VPPA) welding process and to identify

those factors that control the structure and properties of
"_# VPPA welded aluminum alloy 2219-T87. The importance of
27- joint preparation, alignment of parts and welding process
_.,r variables are already established. Internal weld defects

.;._ have been eliminated. However, a variation of properties
was found to be due to the size variation of interdendritic

_ particles in the fusion zone These particles contribute'_2.° *

_," to the void formation process, which controls the ultimate
:.'," tensile strength of the welded alloy. A variation of 150
_". microns in particle size correlated with a I0 ksi variation
'_;i of ultimate tensile strength. It was found that all

fracture surfaces were of the dimple rupture type, with
ii: fracture initiating within the fusion zone.

"?. It was also found that weld s.trength is improved if
','.." welding is done in alignment w4.th the plate rolling
_,_.. direction. The application of water cooled blocks along
i',! the weld track produce_l a small increase in weld strength
:" and toughtless. The results of this research are used to
_." assess the relative importance of a number of materials
o_ variables.

' i
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o,J-:;_ Introduction

Alloy 22[9 was introduced in 1954 (1) to meet the need
- for a high strength, heat treatable aluminum alloy with

: • retention of structural integrity up to 600 OF. It
" withstands higher service temperatures than any other

_ :_ aluminum alloy and retains excellent mechanical
characteristics to -423 OF (20 OK) in both the welded

- and unwelded conditions (2) The static mechanical
"_: properties of alloy 2219 over this range of temperatures

:- are shown in Figure I. Nominal room temperature weld test
"_ values are also shown. It has a high weldability with 2319
:_ filler metal (7,12). Nominal compositions of these alloys
:" are listed in table I. It is the _rincipal structural alloy
:_" of the space shuttle external t_k.

o;"_';, if"

=r$

°":
L-..

° ?:L ._° r,

::' I_" + V.S.

.!. -.,,° C'/')
,:. Figure I The variation of ultimate tensi'"

il.i strength (UTS), yield strength (YS), percent
_. e.[on,_ation (%E[ong) and Youngs modulus (E) with

i._ temp_'rature fo_" alloy 2219-T87 and typical room
'.,'i: temperature va2ues £or weld test samples (2319
.... filler wire) (2).

q :

JL
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': Variable polarity plasma arc (VPPA) welding is a
_ modification of arc welding with special advantages fo,:
, aluminum alloys• The process features alternating polarity

with adjustable arc current, voltage and time in each
: portion of the cycle. The primary advantage is in the

o ;" cleaning action o£ the reverse polarity _.ortion of the
cycle (4 msec duration) which removes the oxide layer by

:" bombardment with heavy argon ions, which are a major
_. component of the plasma. In the forward polarity cycle (19

msec) the alloy is heated by impingement of hot electrons,
;, which are another component of the plasma (12). Other
,.!., advantages, which make VPPA welding useful for many alloy

'_ systems, are plasma constraint, which reduces sensitivity
° • to working distance between torch and weld metal and the

.' "keyhole" mode of welding. By controlling beam current and

.,:..°:_i_ gas flow rate, plasma pressure can be increased to form a
stable keyhole which moves with the weld. This keyhole is

o._. total penetration through the metal during welding and is
_,' filled as the keyhole moves on• Electron beam and laser
":::o_ welding are also keyhole processes. The liquid layer in
_' the keyhole is so thin that g_sses released during freezing
_._ are swept away rather than being entrapped as porosity in
._,, the final joint.

°__" The VPPA process offers many advantages and is now

:;:. replacing the tungsten inert gas (TIG) welding process that
_ was used initially• To date, in over 24,000 inches of VPPA

"° ._" welds on the space shuttle external tank there has been no
?: internal defect requiring manual preparation and welding

,_ (7)• Repairing this type of defect represents a major cost
_.:" in TIG welding•

;; Process conversion is conducted with great care to
._ _ ensure that gain in production efficiency is not at the ,,
". price of weld quality. A rigorous program of TIG/VPPA weld

'" comparisons and study of sensitivity to VPPA process
'"';, variables is underway. The importance of joint
./_;- preparation, part alignment and welding process variables

..:: are well established and internal welding defects appear to
•- • have been totally eliminate(; There is, however, a need to•/ •

• identify and explain a residual variation of properties.
_ ... Possible causes that were cons._dered for investigation
..'_ include the following factors=

.': a. geometry
_ b. chem Lstry
.._?. c. metallurgical structure
_= d. welding control

. . Factors within each category, were identified and examined

.i XlV-2
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_ Jr. r.cLatLon to pr_bab]_,_ i.lapc_rtance and a proqran, of
anal ynis and experlmentaL _valuatlon was initiated. A

-'" porti,,r, _f thi',l invostiqatlon involved review of wo]d tr,st

. ,,,. resuits from ongoing tests at Mar,_hall Silence Flight Center
"" (MSFC) and Michoud Assembly Facility/M_rtin Marietta

Company (MAF/MMC)• Other experimental proc,_dures w_,ro

plann_d and performed specifically for this study.

- Thu purpose of this research is to study the VPPA

"" process as it applies to the structural weldability of
.._' aluminum alloy 2219-T87. Structural weldability is a

, measure of the level of strength that can be achleved

," through welding in a system (material and process).

,..: Weldability, by the usual meaning, is the capacity to De
welded without cracking.

i_ Two specific goals are to identify, on the basis of

welding physical metallurgy, tile highest strength
.'_ attainable in welding this alloy system, and to evaluate or

_, estimate the consequences on weld properties associated

" with the variation of processing controls•

_" Table 1

:i.:" Nominal Corapositions of Alloys (2,6)

._ Chemical Element Alloy 2219 Alloy 2319 Alloy M-934

=°°Ts, Silicon 0.20 max 0.20 max 2.05
,_._
-: Iron 0•30 max 0•30 max 0•15

: Copper 6 3 6.3 6.7

':'_ Manganese O. 3 O. 3 O. 73
Magnesium 0.02 max 0.02 max 1.51
Zinc 0.i0 max 0,I0 max -

Titanium 0.06 0.15 0.06

: Vanadium 0.10 0. ]0 0.0 L
_ Zirconium 0.18 0.18 0.17

...._.. BerylliuL. none 0.0008 max -
_ Others, each 0.05 max 0.05 max
.::.- total 0.15 max 0.15 max

,- A] uminum rema ind_r remainder rel,lai,|der
:7

[.

•- XIV-3

O0000004-TSB14



Metallurgical Characteristics

I. Composition.

Copper is the principal alloying element in 2219 and
other 2000 series aluminum alloys. The binary phase

_iagram (Figure 2) shows an euteotic transformation at 548
C with solid solution, eutectio and intermetallic

=ompound (CuAI_) compositions of 5.7, 33.2 and 52.5% Cu
(by weight) at-that temperature (3). Phase solubility
limits decrease at lower temperatures. At room temperature
the solid solution is the matrix and minor amounts of a

number of sooondary phases are located at grain boundaries
and within the grains. This faithfully represents the
parent metal and most of the heat affected zone (HAZ).

--. _'Y i

- i

II '
I

1 '
!
!

I I = I ' I (

/o ao _/,C,.-, '_ .t'o

Figure 2. Aluminum rich portion of the Al-Cu binary
equilibrium phase diagram. (I0)

2. Structure.

lleat treatment to the T87 condition is a two step

'I, o
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_rocedure. Tile alloy i.3 first solution annealed at 995
F and then quenched zn water to room temperature. In

this conditlon the atloy is supersaturated with respect to

copper. The elevated temperature s,_ak saturates the solid

solution with respect to the available alloying elements
since solid solubility generally decreases monotonically

with temperature and the quench is fast enough to cool the
alloy before the copper precipitates out of solution as the

intermetallic compound phase. Mechanically, the alloy is
soft in this condition and has good ductility. However, it

is unstable and tends to form the intermetallic compound at

ambient temperature. 2024 aluminum alloy does this

spontaneously at room temperature within about 4B hours.

Alloy 2219 is designated T37 when it has been solution

treated and cold worked 8%. It is designated T87 following

a 24 hour aging treatment at 325 OF to achieve the

desired condition (2). The changes that take place in the

alloy during the ageing treatment are primarily the

development of a finely divided, submicroscopic precipitate

of the intermetallic compound phase. The increase _n

toughness of the alloy is attributed to the influence of

the large number of submicroscopic hard intermetallic

compound particles distributed throughout the grains of the

alloy (4). The optimum particle is a 0.01 micron thick
ellipsoldal platelet with a diameter of 0.03 microns.

These particles interfere with the motions of dislocations.
It is more difficult for the dislocations to glide, which

raises alloy strength, but movement is still possible, thus

retaining ductility. Further heating of the alloy, whether IJ

in the heat treating furnace or in the HAZ during welding, !
causes the submicroscopic particles to grow in size,

decreasing in number and lose their strengthening effect. ,i

3. Strength. ._.

The mecha_lical characteristics of alloy 2219 are due

to a nulnber of contributing factors. Young's modulus and I
,Ttber elastic properties are constants for all

metallurgical conditions. Strength is structure-sensitive I

nnd is controlled by chemistry, microstructure, and i

!

dish)cation content. The grain size of a wrought alloy,

such as 2219-T87 parent metal has a strong influence on

:_tr_ngth. Yield strength is inversely proportional to the I
,Jquare root of the average grain diameter. This relation

does not apply to the grains in the fusion zone, which have

a different subgrain structure. The secondary dendritic i

branch spac_.ng, which is a feature within fusion zone

grains, is the applicable parameter (8). Hardness and
yLeld strength are inversely proportional to the square

r,),.'t _f this spacing.

×IV-5
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Alloying elements are incorporated in two ways.
Copper combines with aluminum to form the intermetallic
compound, CuAI_, which precipitates along grain
boundaries and-to a lesser degree within the grains. Other
alloying elements in the formulation, especially manganese,
form other second phase particles that can be seen in the
microstructure. A portion of the 6.3% copper in the system
is incorporated within the aluminum rich solid solution,
which is the principal constituent of the microstructure.
The chemical elements in solid solution modify strength and
other structure-sensitive prnperties. The resulting solid
solution strengthening is a component of the total alloy
strength. The actual dissolved amount of any chemical
species is a function of temperature and is, therefore
subject to control through heat treatment.

Since yield strength is a measure of the stress
required to move dislocations, any condition that impedes
dislocation movement results in an increase in strength.

! Solid solution strengthening, decreases in grain size and
. secondary dendrite spacing, described above, have this

effect. Any embedded particles, such as those large enough
to be seen in the microstructure, also disrupt the

_[ continuity of slip planes and have this same effect.
Second phase particles also have a stabilizing effect on
the microstructure, in that they prevent grain growth

_i (8,9). The subm" roscopic, coherent particles that are
produced by heat treatment in the age hardening process are
much more effective in their dislocation blocking action.
The development of this system of "hidden" particles
throughtout each grain doubles the strength. The
contributions to the strength of the age hardened alloy can
be approximated in the following way:

a. base strength (aluminum) 25%
b. solid solution content 10%

c. grain size control 10%
d. dislocation content 10%
e. age hardening 45_

The base strength represents the proportion of the total
strength that is associated with typical, polycrystalline
aluminum (with the addition of those second phase particles
that are scattered throughout the grains). The other i
factors indicate their relative contribution to the
strength of alloy 2219-T87.

The ultimate strength oE the alloy either corresp.,nds
t_ the breaking strength or marks the onset of necking in a
tensile test. Necking is a form of plastic instability

XTV-6
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that occurs in tensile testing a ductile alloy. It is due
to the production of vacancies and their accumulation into

voids which counteract strain hardening. Vacancies and

voids are produced within the metal during testing, and are
not a part of the original microstructure (9). Since both

plastic deformation and void production involve dislocation

movement, there is a correlation between yield and ultimate

strengths. The size of any hard particle (intermetallic

compound or eutectic colony) in the microstructure plays a

dominant role in the ultimate strength of the alloy because
these particles act as vacancy and void sources. The

larger the particles, the more effective void production,

and the lower the ductility.

.--, /Jt/d T4r'
;r;_/F-o

.!
2

,rT_/_/_/ "
: _ _ I I I I I

OoOPO 0.080 g.,','o o.160

Figure 3. Stress strain curves for alloy 2219 in
the [ully annealed (2219-O), solution treated and 8%

cold worked (2219-T37) and age hardened (2219-T87)
conditions. The stress strain curve for a typical

transverse we|d test is included for comparison.
(I,I0)

Fh. m_minal values ,>_ yield and tensile strengths fur

tl,e 2219-T87 engineerit]g alloy are 56,000 psi and 67,000

XIV-7
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psi, r_spectively, ratio)us processing controls, based on
the factors described above, can be used to either raise or

lower these values. The upper limit in UTS attainable in

aluminum base alloys appears to be II0,000 psi (alloy
7075-T6 ).

4. Weld Structure.

, The fusion zone microstructure is produced by the
eutectic transformation. The first solid to form on

cooling is in the form of dendritic grains of solid
solution, which was formed at temperatures above the

eutectic. Since the solid solution composition is less

than that of the average liquid in the weld puddle, the
liquid is enriched by those alloying elements not frozen

out. Enrichment occurs to a great enough degree that the
eutectic constituent is formed between the dendritic

branches. Based on the copper content of alloy 2219 the

: eutectic constituent is 2.2% by weight of the alloy.

7"ec)

RA.
_'. ,14

Q

.

/

Figure 4. Phase diagram Figure 5. Fusion zone
showing fusion zone compo- microstructure and

sitions at start of growth direction.
solidification.

The StrUcLure o_ the weld is best understood in

reference to the aluminum-copper phase diagram. The

composition of the liquid in the weld pool is based on the

XIV-8
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average alloy composition (which will be used in this

discussion), some dilution by filler metal and further

modifications by segregation effects. The first solid to
form is a dendritic solid solution of 1% Cu that forms at

623 C. Figure 4 is a portion of Figure 2 in which the

average alloy composition and the composition of the first

solid to form are shown. As solidification progresses the
solidifying dendrites do not utilize all of the available

copper, therefore the composition of the remaining liquid

steadily increases. This is indicated by the lower

_' isotherm marking equilibrium between a solid of 4% Cu and a

: , liquid of 20% Cu. Chemical segregation effects actually

cause the liquid composition to have a higher composition
at the solidifying surface.

Finally the last liquid to freeze contains all of this

excess copper. The copper-enriched solid is an eutectic

:, mixture with an average composition of 33.2% copper, by

-_[... weight. The eutectic is a lamellar mixture of solid

=='" solution and CuAI 2 intermetallic compound. Dendrites
i_ ; grow in alignment with the principal direction of heat
i_ 0 transfer, which is into the adjacent parent metal. In the

i-J cover pass, which is not a keyhole weld, cooling is into

• the unmelted portion of the first weld pass. The sequence

_ of structual transitions is similar in many respects to the

: transitions from the parent metal HAZ into the keyhole
fusion zone.

There is a HAZ in both the parent metal and the

preceding fusion zone in a multipass weld. Immediately

:'_5 adjacent to the fusion zone, where the alloy was melted
!_ " totally, is a region where partial melting occurred due to

normal chemical segregation within the original grains of

• the parent metal. Adjacent to thi_ are zones where the

alloy was subjected to various elevated temperatures for
various periods of time. In alloy 2219, second phase

particles are not dissolved to any appreciable extent below

the eutectic melting temperature, therefore there is no

p£onounced region of grain growth. However, the typical

microstructure indicates that the condition of the alloy

has been changed, primarily with respect to overaging of
the heat treated structure and modifications of the

alloying element solution conditions.

Mechanical characteristics and properties are related

to the chemical and structural condition of the alloy in

the way described above. The individual contributions of

chemical and structural factors to strength can be

appro×imated in the following waT:
!
L

{t

;i xlv-9
,I

!:....... 00000004 TSC06



a. alloy composition 30%

_ b. me tallur_ical condition 30%
c. weld geometry 10%

_ d. dendritic spacing 10%

" e. hard particle size 20%

The individual contributions are evaluated in relation to

• their effect on plastic extension in _he tensile test as

well as their strengthening effect. For example, an

-/ increase in hard particle size does not have a noticeable

i , effect on yield strength or hardness, but increases the
: void production process, effectively reducing ductility. A

ductility of 10% Elong is typical for the welded alloy.

: Bell and Hahn relate a variation of approximately 10% in
-- UTS to weld geometry (Ii).

i_ . Changes in the microstructure affect properties in the

h'-". HAZ but the dominant change is in the much lower levels of

:_ mechanical properties in the fusion zone. Strength tends

JL...... towards the values of the fully annealed alloy (yield and

L_._- tensile strengths of Ii,000 and 25,000 psi, respectively

_-_-" and a ductility of 18% Elong). The cooling rate is usually

=_ adequate to provide a degree of supersaturation in the

:_ fusion zone so that a partial recovery of strength by

spontaneous age hardening occurs. This accounts for the
_-' measured yield and tensile strength levels of 21,500 and

i_, 41,000 psi in weld test samples.

Bell and Hahn (Ii) have conducted a comprehensive
_. study of the metallurgical condition of this welded system.

They identify a number of factors contributing to loss of

:-_-i strength. They place special emphasis on the segregation

_;, and accumulation of copper and on the role of
microporosity. Their presentation provides a great denl of

information and many valuable insights.

5. Filler Metal.

Filler metal composition is chosen to retain

properties, match appearance and prevent the formation of

... corrosion couples. Alloying elements are added through the
filler wire to compensate for elements lost through
evaporation and to strengthen and refine the

microstructure. Poorman and Lovoy (6) studied the eff_ct

of different alloying elements on weld strength of

2219-T87. They selected filler metal wires to provide

varying amounts of titanium and beryllium and to vary the

copper:magnesium ratio. They found the results to be

et_c(_uraging with respect to potential improvement of web!

mechanical properties, but recognized that more testing is

XIV-tO
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i?

: required to make a change in production m_thods. The need

now exists to perform a similar investigation with the VPPA
process.

%.
/

6. Summary

_._ The effect of welding on properties is related to the

.; redistribution of alloying elements in the fusion zone, the

_ modification of microstructure in the HAZ, the production
:;J of a completely new microstructure in the fusion zone and a

pattern of residual stresses. The dendritic spacing and
_ the size of the interdendritic constituent are the most

significant aspects of the new fusion zone microstructure.

": This constituent is produced under the slowest cooling

_.... conditions in both the keyhole and cover pass weld puddle._-.., The size of this constituent is largest at the last part of

_! the structure to freeze, where cooling is the slowest.
=-_._; Since cooling rate is the dominant factor affecting

_ particle size, the intermetallic compound and eutectic
_ _ particles are large. The differences in yield strength

_._ between the parent and weld metals are due, primarily, to

_ metallurgical condition with respect to age hardening.Other factors are secondary. Tensile strenghh differences,

_:[i however_ are due to the differences in particle size. The
-- _ largest particle_ in the wrought alloy microstructure are

smaller, by at least an order of magnitude, than those in
J _ the weld fusion zone.

_..

C

!"

•,! XTV-I 1

. o o _ ' ' . " "

00000004-TSC08



/.

,= OF POOR QUF.Lt;_
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:" Theory of Mechanical Characteristics

- The weld tensile sample is normally clamped in the
, tensile machine by flat, serrated wedge grips, compressing

the sample ends (parent metal) in the welding direction.
_: In this orientation, the least bending moment is applied to
_: the sample during the test• The loading configuration
; involves the in-line separation of laterally constrained
_ grips• Nunes analyzes this test configuration on the basis
. of a soft interlayer model (13). Bending moments are
_ concentrated in the sample at the grip ends and at the
,:- edges of the crown and root reinforcement Elastic

!/:. stresses are soon driven to the yield at these points with
i:: the result of local cold work and other structural damage
_ tO the sample. Cold work where the base metal is gripped
"_- is Of no serious consequence to test results, but

concentrated, early deformation at the other points
'_. influences the magnitude of the test results as well as the

_: features of the fracture surface• The magnitude and
_ direction of peaking (angular distortion across the weld) !
_. influences the crack starting position_ i

, ;..
.h

: i
!
Ii

l

.,%

Figure 5. Normal dimple rupture• Average cell
diameter, 23.] microns; maximum cell diameter, 80.8
microns; and particle diameter, 55.6 microns.
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_ _' Figure 6 Shear mode dimple rupture.

_C

i :. For the usual case where only small amounts of sample .
i-.', compliance are required, the test continues through the
i '" typical stages of general plastic flow in the weld nugget
i-'_ and adjoining regions and finally Into appropriate fracture

processes. The dominant fracture process in welded

" 2219-T87/2319 is dimple rupture. Dimple rupture is

" " illustrated in Figures 5 and 6. In Figur_ 5 dimple rupture

occurred under conditions of tensile extension. The dimple

rupture in Figure 6 occurred in shear. The dimples are open

' ended in one direction indicating that the sample was
:_," deforming in this manner as the dimples developed. In none

: of the welds has any other matrix fracture surface feature
- been observed.

Void production is a process that occurs in two stages

at positions throughout each grain of the deformed metal.

The first stage is the nucleation of stable voids of a

: critical size by the interaction of dislocations with nard,

• second phase particles, grain boundaries or sllp bands.

The second stage, which leads to dimple rupture, involves
.!

,!
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".:,

the exaggerated stretching of matrix metal due to unimpeded
'_ dislocation glide out of the clean metal surface. This

,..-'- glide involve,_ dislocation multiplic,_tion but no

•- dislocation buildup and therefore cnntinues until the metal

_ is thinned to the point o£ total separation. The ,ntire
fracture surface is then covered by a network of cell

walls, stretched by this process.

Each cell contains a point of nucleation and possibly
_::. a trace of the structural feature involved in void

nucleation. Cell size directly depends on hard particle
_" size. There is a characteristic second phase, or _utectic

: constituent particle size for each welding process

depending on alloy system, welding power and speed,

_: chemical segregation in the puddle and factors connected
ii with the ambient and consumables.
,%

_: The only evidence of brittle failure is within a few

hard particles themselves. These particles are usually
_: separated from the matrix, which is a dendritic solid

solution,, In a number of cases the particle appears to be

ii,_ directly exposed, but in most there is a small layer of
> solid solul:ion over the surface. Since the void nucleation

_ process involves interactions with dislocations, the

_ process is more likely to occur with the larger particles
_' that intercept a greater number of slip planes. Larger

_._ particles allow void production to become critical at lower
,,: levels of plastic deformation Therefore, the tensile

<_' strength of the sample is reduced by large, hard particles.

..... Conversely, tensile strength is improved by reducing the

_._.'_ size of second phase particles

_ Void production is not directly related to alloy yield

_'_ strength, except in relation to dislocation movements.

i_- Yield strength is a measure of the initial motions of

_- dislocations in the sample• The UTS depends on void

i°!_T production. Ductility is directly controlled by the

i " dominant fracture process.

""

J.

F
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: l_xper imen ta _ Procedures

i ,j,
_ J The inEtial assi._nment to this research activity was

" by means of the following tasks:

_',
:: I. determin_ the effect of the relation of roiling

direction to welding direction,
-. 2. determine the relation of parent metal to weldment

i .:/- strength,

_:.. 3. compare the grain structures of samples welded at MSFC
: :', and MAF/MMC,

i """ 4. and determine the effect of impurities in the filler
'_'."" wire.
't

.:; In considering these tasks and reviewing a number of<

• test samples from an active weld qualification test program

,!_ conducted by staff of both MSFC and MAF/MMC, a number of

%... specific goals were identified to provide results for each
•_. of the tasks and to contribute to a coherent report on the

.._ ' structural weldability of aluminum alloy 2219-T87 by the
.--_" VPPA process. These goals are listed and described in the

.,. following paragraphs.

_ Goal i. (Tasks 1 and 2) A program of comparison i
--_ welding of panels with rolling direction aligned in the i

_:_ welding direction and others aligned across the welding !

i ..,_ direction provide for the first two tasks. After assembly
_v (tack welding), but before welding, test strips were cut

_ transverse to the intended welding direction and machined i

i% into "dog bone" tensile test bars with 3/4 inch guage i
(:_" width. After welding each panel, weld test bars were cut,

...... numbered and finish machined for tensile testing. These
._ were machined to the standard 1 inch finished width. The

";" samples provided enough information to compare the effect

,. of weld/rolling direction alignment with base metal
%' characteristics.

' - Goal 2. (Task 3) This activity was conducted by

_:' studying available samples from the recent 0.800 inch weld

i ... t,_st qualification program. A total of 121 samples were

; .... _vaJlable. Of these 78 had acceptable test results and 43
,_ ,lid not qualify as acceptable. It must be pointed out that

all t_st results were within a narrow range. All welds had
: ,-]good app_:arance and none contained any internal defects.

, ()f the 7H acceptable samples, 54 were prepared with a

.; ,Y-.iroovu c(_n_iguratinn and 9 were shaved for testing.

:_ (1,>_,]]. (Task 4) Th(, study of the _ffect of

-" [mpulitiu:; irl the fitier wire was based, primarily, on

__ XIV-I 5
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°/, wehJin_] panels using M-934 filler wire. This filler alloy

(. provides elements that modify the characteristics of th,.:
-, .... ueicL_a-i and was found to impart better mechanical
,. properties over most of the tempe_'ature range of inter._._t
c than other fillers as evaluated in TIG welding in a study
_','" reported on by Poorman and Lovoy (6).

=_ , Goal 4. Preliminary results of the examination el:

....'!_- weld qualification test fracture surfaces indicated the
,: presence of large particles in the region of fracture
_/,." initiation. A program to control the maximum particle size

_ ::'; in the weld, by controlling cooling rate, wds planned to
_... study this effect. Cooling rate in the weld was increased
o:. by the use of water cooled copper blocks which were

attached to the plate surface along the upper half of the
o_ weld track. Plate thickness was 0.500 inches in this
4_ series of welds.

._ Goal 5 Understanding the exact conditions for the
_ formation of the microstructure in the fusion zone is

"C
fundamental to the interpretation of test results and weld

__ characteristics. A study was initiated to experimentally
evaluate features of the microstructure by sectional

,. metallographic examination, using quantitative procedures
:_ to every possible degree, and by direct examination of the

v:_ solidifying surface in the keyhole.

i"_i_'_ Experimental procedures involved VPPA welding square
butt joints of 2219-T87 aluminum alloy plates in the..--4"

o_ vertical up orientation. Filler wires were aluminum alloy
_"- 2319.

=_::_; Standard static tensile test procedures were followed
..,'f to determine yield strength, tensile strength and percent
°.. elongation. %Elong is calculated on the basis of a gauge
:" length of 2 inches. Fracture surfaces were inspected

il. visually for the source of fracture and for other details
! of the fracture surface. Scanning electron microscopy
: (SEM) was used to identify and measure fracture surface

features. The measurements were made on photographs. The
" energy dispersive x-ray ana]%sis attachment to the SEM was

used for microchemical analysis to confirm the identity of
7.. features. Metallographic analyses were performed usin,j

=_ standard methods and Keller's etch.

_ r
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I. 6',Lhal:3Results.

/

,-. Goal I. Four samples oI_ parent metal wore cut _.rom

,-,':. uoch weld test panel parallel t¢_ the weld test samples.
:: Theregor_, there are 12 tests of the parent metal in the

,', roiling direction and twelve tests across the rolling
,"" direction. Test results are summarized in Table I. Each

i.;, llne lists the average values Of test results from four

T- test bars of the indicated panel The average and standard
" deviation are calculated for the 12 samples from the three

-' average values listed immediately above

.,_ Table 2

,.-,!., Parent Metal Mechanical Properties

,I_. Panel Y. S. U.T. S. %ELONG ORIENTATION

ii_;!, Number (psi) (psi) (%)

::;i, 1072 54,914 67,077 16.7 Cross
",:: 1079 54,896 67,171 16.3 "

_': 1080 56,859 69,027 1 5.2 "

....' Ave. 55,556 67,758 16. i "

_!._i S. [_v. 1, L28 1,010 0.78
'._t(,

_.
'.).i' 1081 56,272 68,957 13.6 Parallel
., [082 55, [86 68,161 14.5 "

':"..' L083 55,985 69,007 13 I "

;,-..... Ave. 55,814 68,708 _3.7 "

/.7'. S. D_v. 563 475 0.71

._:_, ThL.se r_sults show a small dill,fence between ultim._te

:'! tensil,_ _tren,]th measured with tile rolling direction
_nd dCrC_q:-_ the rolling direction. As expected, tensile

l,)adi_g par011el to the rolling direction yields the
"" l,igher strength and lower ductility. This difference is

'",. du_. t,_ th-: di[ferer, co in effective grain boundary spacing

:: av.,il.-_ble _or sill). The measured increase of UTS above the

reference 7ield is 7.4%, which is accounted for by a grain

,- ::;hdpe ._qt)e,.'tr,_tio of 1.33, which correspond._ with
_£ ;II_:q :3U r'L:;n,_nt .._•

.i
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Wold test results .are list,_,l in th,_ [oIlowin:l table.

Table 3

Weld Test Rest, lts

Panel Y.S. U.T.S. %ELONG Orientation

Number (psi) (psi) (_)

1072 21,685 38,695 7.4 Parallel

1079 20,012 37,882 8.0 "
1080 20,444 36,371 6.5 "

Ave. 20,714 37,649 7.3 "

S. Dev. 868 1,179 0.75

1081 20,748 36,609 6.6 Cross

1082 19,057 37,846 7.4 "

1083 20,749 35,754 6.6 "

Ave. 20,185 36,736 6.9 "

S. Dev. 977 1,051 0.46

1094 19,099 37,072 6.4 Parallel

1095 19,250 37,987 7.1 "

1096 18,889 39,282 8.5 "

Ave. 19,079 38,114 7.3 "

S. Dev. 181 I,ii0 1.07

1098 18,715 36,509 5.9 Cross

1099 18,939 37,375 6.9 "
II00 19,103 36,404 6.6 "

Ave. 18,919 36,763 6.5 "

S. [_v. [95 533 0.51

These results show that the mechanical properties are

better if the weld is ma,_e parallel to the parent metal

rolling direction. This corresponds to current practice.
It is unfortunate that the weld test results do not meet

specifications of 38 ksi average UTS and minimum sample
test of 35 ksi, excepting one set. Never-the-less, for

purposes of comparison these test results favor the present

practice with respect to orientation of w_id direction.

Fracture surface examination shows the same pattern of

fracture surfnc_s reported on under the Goal 2 results.

XlV-18
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Parent metal test bar fracture surfaces have a cup and cone

profile. Fracture initiated at the center of each sample

, in a dimple rupture mode and progressed onto shear
separation faces, oriented approximately 45 degrees to the

loading direction. The f'acture mode on these shear faces

is also dimple rupture.

'_ Goal 2. A detailed examination of the fracture
surfaces of the 121, 0.800 inches thick weld qualification

test samples revealed a number of fracture paths. However,
it is clear that in all cases, fracture initiated within

the fusion zone. The point or region of crack initiation

was indicated by several features, which include:

I. A series of fracture path ridges umanating from the
fracture source.

2. The longest transverse fracture surface edge, indicating
separation with the least plastic deformation (plastic

deformation and lateral contraction increase steadily with

crosshead movement until separation occurs, _.hus the amount

of deformation provides a record of test time).

3. The position between the two fracture surfaces with the

greatest residual separation (this feature also indicates
relative time of separation by the principle of progressive

permanent deformation).

SEM examination of the fracture surfaces revealed that

all surfaces wel:e of the dimple rupture type. Large

eutectic or intermetallic compound particles were retai:.ed,

embedded within dimples on the fracture surface in the

region of crack initiation. Most of the larger particles

appear to have been fractured and a smaller number appear

to have simply been separated from the matrix close to the

interphase boundary. Figure 7 shows several eutectic

particles. Several cracks are visible. Hartbower et. al.

(16) and Heiple and Carpenter (17) report on the cracking

of particles during tensile testing, using
acoustic-emission techniques. Butcher and Allen (15) have

modeled the conditions that lead to fracture or separation

of a hard particle in a ductile matrix. Microchemical

analysis (Figure 8) in the SEM using the EDAX attachment

clearly shows that these large particles contain more

copper than the general alloy.
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Figure 7. Dimple rupture fracture surface with
large eutectic colony par+icle retained In the large
d imp le.

SEM analysls was conducted on one sample from each
of the groups available. It was not possible to conduct
thorough analysis of each sample. One of the two fractu:-e
surfaces was cut from the remaining test bar and bonded to
a specimen stage with graphite lacquer, which Is
electrically conductive. The initial examination procedure
involved scanning the entire fracture surface, searching
for the region containing the largest particles.
Photographs were taken at several candidate locations for
later comparison and measurement. The procedure was soon
modified by outlining the fracture start region on the

XIV-20
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fracture surface, with a soft pencil. The region of crack
initiation was identified as described above. This
procedure reduced the time required £or the analysis and
provides h record of the region. A photograph was then
made of the spot that contains the largest particle within
the marked region.

UU C..N_-- t)K 8-_;8 R
_..a._o EqJ _'4t, C4OSCH6%N

L#Od _t.tt'_Q _@ _qLDL_o4Pt S'Jut'_

I

,i

Cu

Figure R. Microchemical analysis of a large particle
(a) and the general background of the sample (b).

All subsequent measurements were made from the prints.
These measurements included the length of the magnification
calibration bar, a count of dimple wall intersections on a
randomly placed test line, largest transverse rupture cell
diameter and largest t_:ansverse interdendritic particle
diameter. Processing this data led to measurements of the
average cell diameter and maximum cell and particle
diameters, in microns. Of the 22 samples evaluated, the
test results from two were discarded as being anomalous.
The measured particle sizes were out of the range of
values for the other samples. Figure 9 is a plot of UTS
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versus maximum particle size and fi,jure I0 displays plots
of UTS versus the average cell and particle diameters.

The _ines drawn through the data points are computed
lines. In Figure 9 the llne represents all twenty data
points shown. In Figure I0, the line represents only the

Figure 9. UTS versus largest interdendritic
particle size for 0.800 inch VPPA weld test bars of
2219-T87 aluminum plate welded with 2319 filler
wire.

20 largest size values. These are the ,aximum cell
diameter values. The other 20 points are the average cell
d lame ter s.

Figure I0 indicates the possibility of a trend between
tensile strength and largest ruptuL'e cell diameter, but the
scatter overshadows any such trend. There is no apparent
trend between UTS and average cell size. The average,
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l)._¢kgr,mnd dimple r1_ptur(: cell i_ related to t],e avurage,

inr,:r_l,,n,lriti¢ pilrticl_." :;ize, which is c],;:_ely r,.,lat,_d to
the ,,e_.',md,_ry dendritic branch spacing.

Goal 3. The effect of impurities on VP welding is
similar to impurity effects on the TIG proc_s:. The
investigation of this effect was limited to o,le
demonstration involving the intentional contamination of
the weld metal with traces of oil prior to welding. The
resulting weld showed an irregularity of form that is very

4,:_'

>C .:<

>i ":<
X ×

Z

..

" 38 .

2£

34
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>'

-,O .L ........... , L t .J •

u') i_ W_ ,XI I.FJ

Pigtlre 10. I]l'S VerSu:_ large._t and average di;nple
rt/pl.ul'(9 cell din,nuter on samples l:,:presented in
I'* g ul-e 9.

._iini]ar I:o l.hat ._,q:,orted in 'rig welding and attributed to

the _._urCace (ictivity of tile contamin._nt. This strongly

:$_,gg,.,.xtstl,at the keyhole liquid supports currents that are

'_;,I;)],.ctl-x__uch factors. Additionally, the resulting weld
m_-'tal [ncl,lcled a :_er'ie:;_Jf fusion bound,lry cracks and
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porosity in the fusion zone.

The effect ,)_ alloy M-934 filler wire on weld test

results is shown in the following table, which include_

comparable test results reported on in the Goal I report.
The values listed for 2319 filler metal are copied from

Table 3. In both cases, welding was parallel to the

. rolling direction. The test results compare two groups of

' 19 samples welded with M-934 filler with two groups of 36

samples welded with the standard 2319 filler wire ..............................................T

Table 4

Filler Wire Weld Test Comparison

Filler Y. S. U.T. S. %E LONG

Metal (psi) (psi) (%)

M-934-I 22,655 37,446 5.8
S. Dev. 591 996 0.38

2319 20,714 37,649 7.3

S. Dev. 868 i, 179 0.75

M-934-2 22,014 39,406 6.0

S. Dev. 400 1,631 0.73

2319 19,079 38,114 7.3

S. Dev. 181 i, II0 1.07

The results show a higher yield strength countered by a

lower ductility. The UTS is slightly lower, but not

significantly. This filler alloy does not apl)ear to
improve the microstructure. The difference in yield

strength is attributed to the solid solution strengthening

effects due to the differences in alloy composition. The

increase in UTS in the second group welded with M-934

filler wire is not considered to be significant.

C,oal 4. The mechanical test results for four panels
are listed b_low. In this table, the welds made in the

cooled region are prusente,] first. On the data sheets the

samples are designated la, 2a, 3a and 4a. The samples that

were welded away from the cooling blocks, numbered 5b, 6b,
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7b and 8b ,)n the data sheets, are listed as the last four
groups.

Cooling produces a significant increase in both yield

and tensile strengths at the same level of ductility. In

panels 1087 and 1088 the cover pass did not adequately
cover the fusion zone of the root pass, but the

relationship of the two passes was proper in panels 1089

and 1090. A second distinction is that the cooling blocks
were set closer to the weld center line in the second two

panels and a 5 ampere adjustment in the plasma current was

Table 5

Cooling Effect Weld Test Results

Panel Y.S. U.T.S. %ELONG Condition

number (psi) (psi) (%) !

1087 22,110 39,971 5.5 Cooled
S. Dev. 151 264 0.0

1088 21,876 41,008 5.9 "

S. Dev. 235 613 0.25

1089 21,877 41,024 6.0 "

S. Dev. 344 343 0.0

1090 24,607 39,621 5.6 "

S. Dev. 465 1,376 0.48

Ave. 22, 6]7 40,406 5.8 "

S. Dev. 1,331 719 0.24

1087 21,304 38,754 5.5 Uncooled
S. F_._v. 449 512 0.0 "

1088 21,495 40,179 6.0 "

S. Dev. 235 277 0.0
1089 21,251 38,777 5.8 " |

S. _v. 457 595 0.29 !
109u 20,636 39,283 5.5 "

,, 5_v" 190 445 O. 0 Ii
li

Ave. 21,172 39,248 5.7 "

S. [_v. 372 667 0.24

m l,b..wh__;n the weld passed into this region in panel 1089
o_ty. The cooling block spacings were 3.0 and ::.0 inche_;

across the weld in tile first two and second two panels,
r_:spect ively.
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C_al 5. The temperature and pressure of the plasma

l i,l,lify an ell[p_oidal plug of alloy through the plate.
Thc c',)nical pr,>fi[e of thi_ plug is revoa[ed by the final

sl_ap,_ o[" the weld in cross sectiun. The dominant

: components o£ fluid flow are downwards by gravity and
forward under plasma pressure. This flow of liquid

naturally forms a reinforcement at the root and a groove at

the torch side, if not built up by filler metal additions.

Excessive plasma pressure results in cutting.

Solidification begins at the widest part of the cone

, as the source of heat moves on. This solidification is in

equilibrium with alloy of almost average composition and at

a very low growth rate within the boundary layer of liquid.

The liquid, immediately adjacent to the solid is

- i

. OM

Figure ]i. Map of the keyhole solidification
surface (schematic).

ess_ntially static due to Erictional effects. The new

solid is typically a product of epitaxial, planar growth.
Grain structures of the HAZ are continued into the fusion
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z),l._. Since th,_ [iqu'.d originates, primarily, ,Jut ,)E th,_

prate itsel£., with onty a small fraction remixed, and
solidifies as it flows, the first portion to solidify is
dilute, thus enriching tho liquid that flows on.

While liquld freezes at the sides, as described above,

solidification also occurs at all surface positions further

back around the keyhole. The weld metal composition varies

continuously, and is enriched by most alloying elements.
Figure ii is a perspective representation of the surface on

which solidification occurs. Alloy composition varies

continuously from the line of start to the line of finish.

The actual temperature also varies. The surface structure

also changes from smooth (planar growth), to cellular (with

slight projections) to cellular dendritic (extended

projections) and to branched dendritic. At all positions,

solidification occurs within the boundary layer that is

.- effectively not moving, so that chemical equilibrium is

approximated. The composition of the planar surface is

i_..,, less than that of the branched dendritic surface.
Equilibrium is local so that enrichment extends beyo,_d that

!_" expected in ingot sotidification.

2. Discussion.

The st_'ength of a welded panel depends on a number of

coupled factor:_. The composition of the base metal and

modifications by the filler metal govern the dimensions of

,- structural features in the weld metal. Both composition

and structural size (as represented by secondary dendrite

branch spacing) directly affect alloy strength. For a
,_iv_.n composition, spacing is controlled by cooling rate,

which _s in turn governed by energy input into the weld and

other welding parameters and any preheat. The application

,_.fthe cooling blocks illustrated this effect since there

was an increase in strength and toughness.

A variety of factors were considered and studied. The

controlled study of alignment between the welding direction

an] roiling direction of the plates showed that the present

practice, is the better of the two. This result is
contrary to the effect of rolling direction on base metal

strength. In that case, ihe greater number of grains in

the sample cross section increases both the yield and

te_sile stre,lgths, in the welded sample, the HAZ grains do

not reflect the differe, nces in grain dimension with

,_rientation, probably due to recrystallization effects, so
_t this s[zu e_fect _ous not aEfect fusion metal

micro_h_ucture and properties in the same way. The p_ ttern

• .p

I
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and direction of residual stresses from the bnsu metal cold

ii work also participate in these relations.

: The development of the microstructure of the weld
; metal is a governing factor. This process involves a

number of factors within the liquid in the keyhole. Nunes
describes the weld pool (not keyhole) using a mathematical
model and describes circulation (14). Plasma temperature,
dimensions and pressure are important, but the formation of

,. the final microstructure takes place under the liquid in
• the keyhole, away from direct contact with the plasma.
/ ' Growth of the metal begins at the side of the keyhole and
: continues to develop at different positions, finally along

the center line• In vertical up VPPA welding the final
: .. microstructure reveals this pattern of growth and shows
i- that liquid flow contains a dominant downward component on

each side of the keyhole. One might anticipate a vortex
i,: component, but there is little or no evidence for it

_: There is probably an axial (relative to the keyhole)
: : component forced by momentum transferred from the plasma.
,7' This axial component may produce a pattern of circulation,

--_ but no direct evidence has been found.

._, The test procedure is important to the measurement of
_ ! properties. For valid comparisons, test bars must have the
• same nominal dimensions• They must also be gripped in the
,_. same manner, with the same constraints. The reason for
'-_ both requirements is the dependence on the moment
:_ distribution and stress field in the test bar. The
_°._ orientation of these fields in the vicinity of the
Dr_ reinforcement is critical• Test performance depends on tile
' interaction of the applied stress field with the
." shape/property field of the weld test sample. During the

progress of testing, different portions of the sample
respond differently to the stresses, but each part of the
sample responds in the sequence of elastic deformation_

joined by plastic deformation; joined by void production I
and accumulation_ resulting in separation. Separation
begins in that part of the sample that was the first to I

pass through the deformation stages. I

There is an elastic response to each component of the 1

stress field. In a face centered cubic alloy, such as i
2219-T87, there are many available slip systems within each
grain to support plastic deformation. Plastic deformation,
which occurs only in response to shear stress components,
favors action on planes inclined to the tensile direction.
However, the dimple rupture process, is in response to
longitudinal tensile stress components. Dimple rupture is
the common fracture process that produces the starting



crack in a typical "cup and cone" tensile test. This crack

ili starter responds to the initial longitudinal stress in the: test bar. The effect of the lateral constraint and[
, triaxial stress state is relatively minor. Once the center
I

/i crack has formed, the stress state changes from one of
i, dominant longitudinal tension to a shear stress condition.
i! The shear surfaces on the side walls of the cup and cone

are a_.so dimple rupture surfaces. However, the dimples are
._,,', open ended, pointing in the shear direction. This

description applies to tensile test specimens from many
alloy systems including 2219-T87. Most of the fracture
surL ._es of the weld test specimens that have been studied
in this research are cup and cone fractures. The others
are also of the dimple rupture mode. In every case
fracture began in the fusion zone and progressed through
the fusion zone. The differences observed between the

shapes reflect variations on the above pattern. In one
i extreme variation, the fracture surface extends completely

through the weld on a near 45 degree diagonal surface. In
this case, even the crack starting region, which involved
void formation under the action of longitudinal stresses,
is on an inclined, stepped surface, in approximate
alignment with the shear surfaces. Dimple rupture is the

only mechanism over the entire surface.

_ It was found that the interdendritic particle size

-I correlated with UTS in one series of samples. A variation
! of 150 microns in particle size correlates with a i0 ksi

variation in UTS. In a second series, the variation of UTS

_! was so restricted the correlation was not clearly
j displayed. However, there is general agreement among
!. metallurgists that particle size is the dominant variable
: in the void production process. This applies equally to

particle crack nucleation as well as to nucleation by .
dislocation interactions. Particle cracking appears to be
the important process for crack nucleation in welded
2219-T87 aluminum plate.

3. Conclusions

It was very apparent that this welded system is
ductile, in that all fracture surfaces were totally of the
dimple rupture mode. Fracture initiated in the fusion zone
and generally followed a pattern of "cup and cone"
separation. In a small fraction of the samples, fracture
crossed the weld on a relatively planar surface.

The UTS correlates with the largest dimple rupture
cell size and the largest interdendritic particle size.
The _:ange of variation is approximately 20% of the UTS.

Xl V-2 9
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Specifically, a variation of 150 microns particle size
was found to correlate with i0 ksi [yrs.

ka:,.'

: . It was found that base metal cooling increases both

,.,: strength and toughness.

" Welding parallel to the rolling direction, which is
_ the current practice, is recommended.

i .
? ,

_-'_

!_..._..
[a2

T_

!._T-

_r.5,

!_..2
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NON-CONTACTING ELECTROMAGNETIC DE-SPIN
SYSTEM FOR EARTH ORBITING SATELLITES

BY

Prasad K. Kadaba
Professor of Electrical Engineering

University of Kentucky
Lexington, Kentucky 40506

ABSTRACT

This investigation is an extension of last year's study relating

to electromagnetic satellite de-spin system for orbiting satellites [1].
Exact closed-form solutions for the interacting magnetlc flux have

been formulated both for the case of the current loop and the bar

magnet. The magnet system has been extended to the case of a U-shaped
magnet. Magnet design details are outlined. Computer simulation of

the interacting flux density profile has been attempted. Data for the
de-spln times has been extended to higher rpms.
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INTRODUCTION

The theoretical study undertaken during the summer of 1983 indicated
that the non-contacting electromagnetic satellite de-spin system based
on the induction of counter-acting eddy-currents in the satellite _s
practical and requires only moderate amounts of power. The results
indicated tlmt it would be possible to reduce satellite spin to a very
low value within a reasonable time.

In the study undertaken this year, closed-form solutions for the
interacting magnetic flux have been formulated wlthout introducing any

approximations. This has been done both for the case of the current
loop and the bar magnet. The analysis of the magnet system has been

extended to the case of a U-shaped magnet. The weights of the current

toll and the magnet assembly have been calculated. Finally, computer _i
simulation of the interacting flux density profile has been attempted.
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OBJECTIVES

The objectives of this study are to extend last year's effort in
investigating the electromagnetic satellite de-spin system for orbiting

satellites. The specific objectives are: (I) Exact closed-form solu-

tions for the interacting magnetic flux; (2) design considerations for

a useable U-shaped magnet; (3) computer simulation of the interacting

flux density profile; (4) extension of the data to higher rpms; and (5)

estimate of the weights of the current loop and magnet assemblies.

DETAILS OF THE STUDY

i) Satellite Motion Characteristics:

Consider a cylindrical, symmetric satellite as shown in Figure I,

which is both spinning and tumbling in space. When these angular rates

are passive, i.e., there are no external torques acting on the satellite

inltially, the total angular momentum vector H of the satellite is fixed

in direction in inertial space. The body continues to spin about its

longitudlnal axis and to precess about the angular momentum vector at a

constant angle 8. In the absence of any external torques, the angle 0

and the spln and precession rates remain constant for a symmetrical

satellite. Figure I also shows the coordinate system used for the

satellite moving under the influence of passlvatlng torques. The XYZ

coordinate system is the moving coordinate frame in the orbit, with

X-axis directed outwards along the radius vector; Y-axls being per-

pendicular to the orbit plane and the Z-axls lying in the orbit plane to

complete the right handed system. The xyz system is the body fixed

coordinate system rotating with the satellite. The z-axls is the

longitudinal axls of the satellite along the axis of symmetry. The

x-axls and the y-axls are any two axes, located perpendlcular to the

z-axis and passing through an origin at the center of mass. Their

exact location is immaterial because of symmetry. The location of the

body axes referenced to the moving frame is described with the help of

the three Eulerian angles (@,8,_).

The equations of motion of the satellite, moving under the

influence of the applied 3orques, can be derived from the total kinetic

energy T of the satellite via a Lagranglan formulation. The total
S

kinetic energy Ts of a synnnetrlc tumbling body is:

2 _z2]1 2 + I _o + I (1)
= _x YS Y ZTs _ [IXs s

From the geometry of the Figure, it is seen that

Z
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Fig. ]: Satelllte axes system.
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_PBW__- :h • •

2
(_x 2 + _o2) . _2 sin20 + _2 (3)_xy " y

and

- z (4)
x Ys

1 2 1 _2
Ts =-_ I x [_ sine] +_ I x +liz [_ + _ cos612 (5)

S S S

Now, the Euler-Lagrange equations of motion for a rigid body are [2]:

d _L _L
-- -- = Tr (6)dt 8qr 8qr

where the LaErangiau L - (T - U), and Tr = generalized force in the

direction of the rth generalized coordinate. If we are interested in
only relative motion of the sate11ite with respect to the movlng frame,
we can neglect the potentlal energy U of the satellite. In view of
this, differentiating the expression for the kinetic energy of the
satelli*_ with respect to the three generalized coordinates, i.e., the
three Eulerian angles, will yleld the equations of motion of the
satellite as follows:

dlrec_ion:

(Ix sin28 + Iz cos2e) _ + 2(Ixs - Iz )(sine cos8) eS S S .-

+ Iz (_ cos6 - 6 sine 8) = T 1 (7)
S

8 direction:

Ixs g + (Izs - Ixs) _2 sine cose + Izs ¢ _ sine = T2 (8)

direction:

I z (_ + _ cose - _ _ sine) - T3 (9)
S

These equations can be solved exactly with the help of elliptic
fun,.tlonsif T - 0 or in the case of T # 0 on the digital computer
using second-order Runge-Kutta method of integration.
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tt) Expression6 for the Interacting Magnetic Flux Density (Ex.ac_
Solutions_ :

Current-loop Analysis: With reference to Figure 2 and last year's
report, the flux components in cylindrical coordinates are: [c.f.

, equations (5) and (6) in Reference 1]

o z (a 2 + p2

Bp = 2"7" p[ (a+p)2 + z2]1/2 K + + z2)[(a-p) 2 + z2]

Bz = 2"7- [(a+p)2 + 12'11/2 + .... - E (10)[(a-p) 2 + z2]

B_ =0 _L

where N is the number of turns in the current loop and a is the radius i
of the loop. K and E are complete elliptic integrals o£ the first and !i
second kind, respectively. Converting the above field expressions to

rectangular coordinates, we have: 1
q

1JIN
= o__. xz K + (a2+x2"t72+z2) E i

= o yz K + (a2+x2+72+z2) E (11)

By 2_ x_- [ (a+ x2_2_2)2+z2 ] t/2 [ [ (a_ x2_2_2)2+z2]

o 1 (a2-x2-y2-z 2) E
Bz = 2-_"" +

[ (a+ x2_2)2+12 ] t/2 [ (a-_ 2+z2] J

The flux linkage d_ when, dx, in the skin of the cylinder rotates
through an angle d_ is given by:

d_ = (B • 1) As dx d_

_y (sina)az = radial distancewhere the unit vector T ffi(cosa) + and As
to dx from the rotational axzJ of the cylinder. We have then;
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I

Fig. 2: Configuration of the satelllte positioned symmetr_eally
with respect to the current loop; rotation axis of the
cylinder is in the plane of the current loop.

XV-8

Ir

O0000004-TS E11



d_ _ A B cos_ d_ dx + A B sln_ d_ dx (12)
y s z

dz
z = A sinc_ ; da - and equation (12) becomes

B z dz dx
Z

d_ = B dz dx + (13)

Y /_As2_Z 2)

The motional e.m.f., c, generated is given by:

Z=Assinal h/2

+ z Bz dx dz (14)

Z=0 x=O

2_ RPM

where al = 60 . It should be noted that y in the expression for

By and Bz as given in equation (11) should be replaced by y = /As_-Z _

before the integration with respect to x and z is performed. The eddy

current power input to the satellite is given by"

ffi(Asi + t/2) 2
p = c _ rdr

s 2 OAe h (15)
rffiAsi

In the Integrand of equation (15), As in the expression for c

obtained from equation (14) should be changed to the variable, r,

before the P integral is evaluated.
S

Magnet. System Analysis Allowing for Rotation of the Magnet
Around the x-axis:

As shown in the sketch with the magnet oriented at an angle x witi_

respect to the z-axls, the magnetic flux density B at polnt P(x,y,z)
is given by (Reference 1):
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Z

/ P(X.Y,zl

X / R1

/
/

/

_Ma2 aR2 (16) "

=-_- +R12]

where M is the magnetization of the bar magnet in Amperes/Meter, a, its

, - are unlt vectors along R1 and R2 pointing towards
radius and _RI aR2

the field point P. Changing to rectangular coordinates, the expression

for B in equation (16) becomes:

PHa 2 r d d
[_xX+_y (y-_sinx) + az (z-_os×) }

=-_---I-. : " d 23/2

c__+o..cy,_--×:,-,%c..-,._os×:,l ]x _ ", ,. -- :I (17)
- 2 d 2 d 2 3/2 /

{X +(y'_inX) + <,+_osx)} j
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Flu× linkage In Lime (dt) by the rotathag cylinder I:_ yJvon by'

B.dS _. BxdS x + BzdS z (18)

where

dS = -(dxdy)

and

x dxdydS =
x *

¢(As2-x2 )

Bx and Bz are the x and z components of the vector _ in equ_,tion (17).

Figure 3 shows the axes of coordinates os x_ell as the relative postti_ms
of the bar magnet and the cylinder.

The mot/onal t_.m.f, t is given by:

__ _ Y
I

P'- 7,,-"

I = d, i
..- -t.. i

/ \ MAGNET i

Fig. 3: Configuration for the magnet system; origin of _toordln.3te:_
is at the center of the magnet with the axes as z_hmm.

Length of the magnet = D meters; radlus of the magnet =
A meters.
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yhi2ssn[]ri xxf_ = 2 # Bz dxdy (19)

yffiO x=O J(As2-X2 )

where

27 RPM

aI "_ •

In the integrand in equation (19), z in the expressions for B

and Bz should be replaced by: ×

z = [K- /(A s2 _ x2)] with K = (%S + dOS) :

where A0S is the outer radius of the cylinder and dOS is defined in

Figure 3. The eddy current power input P is given by:s

r=As£+T/2 ) _,

j" 2 iic _rdr i

Ps = 2 PAl h (20)
rffiAsi

where as before As in the integral evaluated for £ in equation (19) is i

replaced by the variable r. I

iii) Desisn Considerations:

(a) Weight of the current loop: The results of last year showed
that 9000 A-T is a suitable value to yield a reasonable de-spln time.

The power available on the Shuttle for the application on hand is about

6 K.W. Based on this, for a I0 meter diameter coil at room temperature

the total weight is around 450 Kgms, Using thinner AWG-8 wire capable
of carrying 45 amps, the weight of the coll can be brought down to I00

Kgms. But because of the increased resistance, the power required will

be around 29 K.W. At liquid nitrogen temperature, as pointed out in

last year's report, the overall diameter of the insulated coil conductor

is around 2 inches. This leads to an overall weight of the current loop
of around 200 lbs. But if the weight of the 160 llter dewar filled with

liquid N2 required to operate the coil is included, the total weight of

the set-up _ould be around 800 lbs or 364 Kgms. So by comparing this
weight with the room temperature weight of 450 Kgms, there does not seem

to be a decided advantage in going to liquid N2. It is true that the

power required to energize the current loop at liquid N2 would be only
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l.l KW; but this advantage is offset by the need for addiLional equip-

ment to operate the low temperature system.

(b) Weight of the U-shaped electromagnet: As shown in the sketch
in Figure 4 an electromagnet (U-shaped) in principle could be designed
to provide the necessary interacting magnetic flux. The calculations

shown below are for a pole-face diameter of 1.5 m with an afrgap of 4 m

and a flux density across the gap of 5 gauss. The cross-settles of the
2

yoke is chosen as 22 cm . Using the above values, the flux density Bm

in tlleyoke works out to 4.545 kilogauss. Using 34% Co-Fe as the magnet

material the corresponding magnetic field intensity Hm is 2.7 oeroted.

The resuJtlng permeability value _ is 1683. The length of the yoke Lm,B r

ffir BgLg where L is the length of the air gap. Using
is given by Lm B gm

tileabove numerical values the total weight of the magnet works out to

365 Kgms. This compares favorably with the weight of _he room tempera-

ture current loop configuration. The ampere turns (NI) required to

drive the flux across the gap is given by [3] :

Bm (em-eg) + L SY 1

NI v v g S
o r p

where Sy is the area of cross-sectlon of the yoke, Sp is the area of the

is permeability of free space.po]e-_ace and o

Using the above numerical values, NI = 2535 A-T. Using AWG-8 wile

and I = 45 amps, N = 56 turns. The power required 12R = 60 watts.

Other details of the design of the electromagnet are given in reference

[4].

(c) To summarize, for the U-shaped electromagnet:

Weight of the magnet = 365 Kgms

Power required = 60 watts

Material: 34% Co-Fe

Gap flux = 5 gauss

Dimensions: As shown in Figure 4.
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dp D

I , E -7I
I

'_ .... _-r_ ...... '
Fig. 4: Sketch of the electromagnet with flared pole faces; typical

dimensions in meters: A = 1.55; B = 4.5; C = 0.25; D = 3;
E _ 4; dp = 1.5.
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iv) Results and emal.ysis

Last year, both in the case of the current loop and the bar magnet

-- (only magnet type studied) -- the various parameters which affect the

de-spin time were parametrically analyzed using different ampere-turns
and radii for the current loop and using two different magnetization

values for the magnet. In the case of the magnet, the position of the

magnet was varied relative Co the spinning satellite, the closest

distance being about 2 feet from the cylluder (satellite). This year's
effort has been concentrated on the results for a single ampere-turn

toll and a single position of the bar magnet -- about 2 ft from the

satellite. In addition, the bar magnet was rotated about the x-axis from

Xm0 to 90°. The magnet system was also extended for a different con-

figuration, namely, a U-shaped electromagnet.

During the first 2% weeks of the 5-week assignment, the author

concentrated his efforts in finding the reason why in the case of the

magnet system, the de-spin time increases as the initial rpm of the

spinning satellite increases. This is contrary to what one would

expect. To investigate this anamoly, different satellite dimensions i
and rpms higher than i0 rpm were investigated. In addition computer

simulation of the interacting flux plot was obtained for the case of the

bar magnet. The de-spin times in all cases consistently increased as

the rpm increased. This was not only true for the case of the bar

magnet but also for the case of the U-shaped electromagnet, the addltlonal i

system studied this year. Detailed results are outlined below. One
interesting =esult of this investigation is shown in Table I which

compares data for two satellites which differ only in the skin thickness

for the case of the bar magnet configuration. The results indicate

re_Rrkably close correlation of the de-spin times from i to I0 rpm.

Table I: Comparison of the de-spin times in minutes versus rpm for
the two satellites which differ only in the skin thickness.

Maguet parameters: M = 7.96 x 105 A/M; A = 0.087 M; D = I
2.5 M; D = t.85 M. Satellite Dimensions: h = 2.5 M;

ps !
inside diameter = 2.9 M; skin thickness = T

RP_I: l 2 4 6 8 l0 ]!
I

Sate[l[te I (T --0.05) 2.0 2.85 6.4 13.5 26.2 49 }I

SatellLte II (T = 0.01) 2. l 2.9 6.4 13.3 26.0 48 I

[t is very probable that the reason why the de-spln time _ncreas_:_ :

as the rpm increases is because the kinetic energy of the sate]llte

increases as the square of the rpm and thus increases much faster com-

pared to the increase in Ps' the eddy-current power input into the

XV-15
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satellite. This explanation is definitely the case in the case of the
current loop configuration where the de-spln time increases beyond
20 rpm.

Figure 5 shows the eddy current power input Ps' and de-spin time

T, versus RPM for the current loop configuration. The specifications
for the current loop are: NI = 9,000 A-T and radius A = 5 M. The

satellite dimensions are: height (h) = 2.5 M, diameter (D) = 3 M,

skin thickness (T) - 0.05 M. Figures 6 and 7 show the same parameters,

namely, Ps and T versus RPM for the case of the bar magnet and U-shaped

electromagnet, respectively. The satelllte dimensions are the same as

indicated above. For the bar magnet, M = 7.96 x 105 A/M, Radius A =

0.087 M; Length D = 2.5 M and the center of the magnet is 1.85 M from

the cylLnder surface. For the U-shaped electromagnet, the gap flux is

5 gauss; diameter of the pole face is 1.5 M and the gap length is 4 M.

For the current-loop configuration results shown in Figure 5, it

was interesting to note that the de-spln time increases with increase in

RPM after about 20 RPM, where, as indicated in last yearts report, the i

de-spin tLme decreases as the RPM increases. The results of last year ,

were only up to I0 RPM. For both the magnet configurations as shown in _i

Figures 6 and 7, the de-spln times increase with increase in RPM right i
from 1 RPM although for the case of the U-shaped magnet, the de-spin
time seems to level off beyond 80 RPM. For the bar magnet configuration i

as shown in Figure 6 the de-spin time increases rapidly beyond 30 RPM.

The de-spin time at 80 RPM for the bar magnet configuration is
156 minutes whereas for the U-shaped magnet system it is 80 minutes.

These results suggest that the bar magnet is less efficient for higher i

RPMS compared to the U-shaped magnet. At RPMS below 40, de-spln times

are lower for the bar magnet compared to the U-shaped magnet. A com-

parison of the results in Figures 6 and 7 also indicates that the eddy-

current power input, Ps' for the U-shaped magnet is relatively higher

compared to the bar magnet especially for higher RPMS. This is to be

expected as the U-shaped configuration with the pole faces encircling

the satellite would be more efficient than the bar magnet in producing
higher flux densitles on the skin of the satelllte.

Figure 8 is a comparison of the P3 values for the U-shaped magnet

whose dimensions are given in Figu_._e4 and the 9000 A-T current loop

whose diameter is reduced to 8 meters. There seems to be good torte]o-

rlon between the two systems, the value at 80 rpm being almost the same.

It was thought interesting to see what effect the orientation ot

the bar magnet would have on the eddy current input. Results were

obtained for orientation around the x-axls (Figure 4). It was found

that Ps reaches a maximum around × = 15° and then drops off. For × =

90°, P has the least value.s

XV-16



_;_ ,'_"_',_ _ _., , .: ..... T--..,.._ .

xv-17

?. _m

O0000004-TSF06



X_-18

®

O0000004-TSF07



XV-19

O0000004-TSF08



A review of the weight considerations for the current loop and

U-shaped magnet outlined in Section (iii) suggests that both designs

are equally preferred Both yield reasonable values of de-spln times.

Conceptually, perhaps, the coil configuration would be _asier to imple-

ment than the magnet configuration.

Figures 9 and i0 are the computer plots of vector flux densities

for the case of the bar magnet. In Figure 9 the center of the magnet

ic 1.85 M from the satellite and in Figure 10, the center is 2.85 M

from the satellite. The origin of coordinates shown in the flux plots
is at the cylindrical surface on one side -- that is 1.85 M from the

magnet center in Figure 9 and is 2.85 M from the magnet center in Figure

I0. An arrow drawn from the origin to any point on the curves is the

vector direction of the flux density. The density of the computer plot

curves is a measure of the magnitude of the flux density. As is seen

in Figure I0 the flux density is reduced and also more evened out as the

magnet moves away from the satellite. The Fortran computer program to
plot the flux is also enclosed.

Finally, the exact flux density calculations given earlier in the

report in Section (ii) yields results about 20% better than the approxl-
mate methods used for the calculations last year. The possibility of

satellites spinning as high as 80 RPM do exist as, for example, the i
application technology satellite ATS-§ referred to in Reference [5].

The idea of carrying a large permanent magnet inside the Shuttle may

not be feasible in the practical sense. The air gap needs to be short
I

circuited while carrying the device into space. Then the problem of
removing the "keeper" and creating the large air gap is not realizable
in the practical sense.*

CONCLUSIONS AND RECOMMENDATIONS

i) The seeming anamoly found in last year's study, namely, increase

in de-spin time with increase in the initial rpm of the satellite for

the bar magnet configuration was investigated in detail. The parameters

that were varied were the thickness of the cylinder wall, satellite I

dimensions, rpms higher than 10. The de-spln times showed a consistent ti

increase as the rpm increases not onl_ for the bar magnet but also for !
the U-shaped electromagnet encircling the satellite. In addition, even i

for the current loop configuration the de-spln times increased above

20 rpm. No definite conclusions could be drawn from the computer plots
of the interacting flux. It was concluded that the main reason was

that the kinetic energy of the spinning satellite increases as the

square of the rpm whereas the corresponding eddy current power input

to the satellite does not increase that rapidly.

li) Exact solutions for the flux density calculations yielded
about 20% improvement in the results.

*Private communJcatlon with Mr. Don Kusterbuck at PERMAG Corporation,
b730 Jones Mill Ct., Norcross, GA 30092.
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I 2 3 4 6 8 10 15 20 30 40 50 80
RPM--*-

Fig. 8: Eddy current power input versus rpm for current loop and
U-shaped magnet; current loop: NI = 9000 A-T; Diameter ffi8 M;
,Magnet:alr gap = 4 H; diameter of pole face - 2.5 M. Flu_
denslty across air gap - 5 gauss, Satellite dimensions:
helght = 2.5 M; diameter = 3M, wall thickness = 5 cms.
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it1) Tll_ wef_hts el the room temperatur_ eurr,-*nt loop co(1 arid the
U-_hapod el_ctromagm.t aro comparabl_ and boLh des,gns ar_ eqtmlly pre-
ferred. Both yield comparable values of de-t_pln '_Lmea. It was con-
eluded that there wa:_ no particular advantage in Boing to tlquid
nitrogen cooled coils. The extra equipment and more elaborate design

would offset the lower power consumption (about I KW) of the low tcm-

pernturt, co!! •

iv) The result_ obtained for different orientations ,}[ the bar

magnet had aome effect, P increasing to a maximum for K = 15° and thens
dropping off.

v) The results indicated that the bar magnet eonflduration is less

efficient than the U-shaped electromagnet configuration.

vi) Permanent magnet system was not desirable because of the

difficulty involved in obCainlng a wide air gap in space.

The recon_endations are:

i) A cost effective I to 50 scaled down model of the proposed :
de-spin qystem should be constructed and tested as a first step par-

ticularly with the current loop configuration. 1

il) If the results in step (i) above are found satisfactory, a

full scale model could be developed.

ti[) The detailed design and cost of the electromagnet should be

pursued with some commercial sources such as the PERbLAG Corporation.
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CONSIDERATIONS I'O_:UPCPADiI4_

MODIFICATIOI_S TO THE

MARSHALL SPACE FLIGHT CE:_T_R'S

X-RAY CALIBRATIO_ FACILITY

°,'

J. H. Kitterman

Assistant Professor of Physic_

South Dakota State University

Brookings, South Dakota

ABSTRACT

The Marshall Space Flight Center's X-Ray Calibration Facility

was constructed for pre-flight calibration of the HEAO-B X-Ray

Telescope (1978-1981). Calibration requirements for a newly pro-

pc,c_d x-ray telescope, AXAF (scheduled for flight early _..v'aQ_'s),

go beyond the capabilities of the facility ._tpresent. This

inveutigation is concerned with and discusse_ several of lhese

new requirements_ among them: (i) the production of a pure

unpolarized x-ray beam, (2) mirlmizing the _arget/tube change i
o%er time, and (3) how to configure the x-ray source chamber

I
to effectively accommodate both polarized and unpolarized x-ray i
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NOMENCLATURE

Symbols Definition

Photon frequency

Vo Maximum photon frequency possible for a given
electron accelerating voltage

k Photon wavelength

_0t_ © Fundamental constants in electromagnetic theory
8 Angle between electron's velocity vector and

field point
a Acceleration (deceleratlon) of electron

B Magnetic (induction) field

c Speed of light in a vacuum
e Electron charge

E Photon energy or electmic field
Ec Ionization shell energy of atom

I X-ray intensity

K Designation of x-ray emission associated with
K-shell ionization

p Polarization

P Radiative power of electron

r Distance from electron to field point

S Poynting vector
t Time

u Speed of electron
U Over voltage

V Elect_ic potential

Atomic number of an element
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INTRODUCTI_!_

Pr,,flip,ht callhrarlon (1978) of the HEAO-2 (Hif,,h Ener£V A_;tronomical

Observ;itorv), o'r, Einstein Observatory, was performed at the Marshall

::pace Flight 0_nter's X-Ray Calibratlon Facility. 1 The es_ential feature,';

,,f the MSFC fa,:ility which are of concern to this paper are shown in

Figures 1 arld 2. A new stellar x-l.ay observatory, AXAF (Advanced X-Rav

As;trophvsical Facility), is scheduled for Shuttle launch _n the early

1990's. A discussion of the perforr_ance requirements and ,le_i_n consid-

r:rations, with comparison to r;ame for HEAO-2, can be found in article

by %ombeck. ?

For our purposes the essential featumes of the ca!ib_,aliol, f_cil[zy

_or HEAO-2 were to provide sources and detection capability for specific

(chamacter[stic) x-ray energies from 0.185 keV to 5 keV (the npp_-r cut-

off of HEAO-9 mirrors). 2 For AXAF, the energy requ_remen_c ,re 0.I keV

Io i0 keV. From The standpoint of x-ray astronomy 2,3 th_ incluc_ion

x-ray enepRie_ in the 5 - I0 keV range is quite important, as highly
ionized iron or irwin fluorescence radiation (,-! keV) is a dominant

feature in the x-ray spectra of super nova remnants, binary x-may source;,

etc. From the standpoint of the calibration facility this energy range

is straight forward. Or. the other hand, at The low energy range ( 0.i
keV to 0.5 keV) both HEAO-9 and AXAF have good capability, but For th_

, _libration facility the l)roductioI_ these soft x-rays will require quit_,

oxa, ting perl:ormam e.

} [nallv, the AXAF obsorvatol"y h,_s put additional requirements on the

.-.,_l_hr:i_ien Facility: (I) pur.o (100%) polarized sources, (2) pure (100%)

,,npoi_, [zcl _oupces and The requested associated requirements, (3) the
ability to potato the direction of polarization of The polarized source _ :

qO°, and (q) the ability to rotate the unpolarized ._;ource 90° to check

_my am/,nmetry in The unpolarized beam. These requlrementm related to

polarizat[on ar_. a result of the inclusion of a Brapg reflecting polari- i%

meter ,m part o! the AXAF instrumentation. The production of polarized [

×-r_v :;ources has be_n di_m]:_ned by Croft 4 as pal-f of the 1983 N_SA/ASEE i

Summer Fac..ulty Fellowship Program. ]

The lhr'u_t of this report i::;dir.ertcd In.,inlv t,_ward thr produetior, ]

,)I-,mpolariz,:,l x-rays. In addition, discussion is included concerning I

the physics! cm,fi;:uratlon of both [,o]amized and unpolarize,l x-ray
._r_urc,";'- for the r, allbrarlon facility.
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X-RAY PRODUCTION:

THE CONTINUOUS SPECTRA AND POLARIZATION EFFECTS

i:

When an enerzetic electron beam strikes a material target, many

di,,ers_ phenomena can occur. 5 For our purposes we are only concerned

with x-ray emission, A typical spectral distribution is shown in

Figure 3. The specZrum is characterized by llne spectra (K, L, M,

etc.) due to ejection of inner shell electrons from target atoms, and

the subsequent emission of characteristic spectra as the target atoms

relax. The most prominent feature of the continuous spectra is a

definite cutoff of intensity at an upper frequency, or short wave

length limit (Asw]).

Using E = hv (photon energy)

E = eV (electron energy)

and c = ¥ A

Combining above, _ swl - 12.40 withV
0

V in kV, _swl in A

Now the continuous spectrum radiation is also called "bremsstrahlung"

("braking radiation"), a clear indication of the classical attribution of

the source of the continuous spectmum to decelemating elect_ns. As is

well known, an acceleratin_ (or deceleratinE) charge radiates. It is i

interesting to note that the existence of a sharp upper limit to frequency

is a quantum concept. This sharp upper limit is only one of the dif-

ficulties encountered by classical attempts to account for the continuous
x-ray spectrum. 6

The characteristic spectral lines are intrinsically unpolarized, 7

Early workers in the x-ray field 6 found the following for the continuous
3pectra (mostly on thin ta_,gets): a high degree of polarization for the

overall spectrum e.E. -_ 50 O/o, and percent polarlzat_on varying with

Frequency, bein_ the hiKhest for frequencies near the cutoff limit. Now

it has been found that the degree of polarization also has an angular

dependence (a nice treatment in Dyson). Figure 4 shows the polarization
for various values of V/_ 2 at 90° to the incident electron beam, where

the polarization is defined as

P = Ill - I_

Ill + I_ .

Ill , II refer pespectively to the intensities of radiation pola_ized.wlth
the electrh: w_etor parallel ; . perpendlenlar to the plane of emlsslon.
C(_mplete polarlzation with the electric vector parallel to the emlss_on

plan_ corresponds to p = 1. (The plane of emlssion is defined as the

XVI-2
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X-RAY PRODUCTION; THE CONTINIYOUS SPECTRA AND POLARIZATION EFFECTS

plane coatalnln_ the dir, eetion of +he incident electrons md I:he dir,_c-

tlon of observation of th_ omitted photons.) Some elartficatior,_ and

slmpllfleat[on, of the above will follow below when the radiation field

fo_ a sh_gle electron is treated.

The sltuat].on for _ho calibratlon facility is r,ow e.!f,a_. Under-

lying each _..har.acteri:_tJc lin_- is a (variably) polarized por.tio1_ of the

continuous spectrum. Bec.nJse the continuous radiation, for' _lgiven

.-har;l,:teristle line energy, differs onIv from the charaoteristL: ener.py

in the st,_te of polarlzltion, the polarized continuous Jpectr,a ,:,it,not

be se,,,irated. The variation Jn polariza_.ion (at 90° to the ,:,]ectr.:,,l

beam) of Figure W should give an approximate estimate of the var'ia11_-,T,

in polarization for the present 9aeillty source, where the fa<;il[ty

x-ray beam is s_,leeted at essentially 90 ° to the electron beam. The

qualification "approximate" is because Figure W is for thi;1 tarp,et_

(a thin target ks one in whleh a substantial fraction of _,r.p_n_ing.

electrons pass through the target); for thick (i.e., e]ectron opaque)

targets the poLirlzation should be reduced due to increased oleetron

.-.cattering. 7

rathe,, complete discussion of theories of the continuous spectra

can be round in the llterature.6, 7 The theory can be rather complex,

and it is not the intention to reproduce it here to any appreciable

extent except so as to gain an understanding of certain aspects of the

continuous spectrum, viz. polarization.

In order to examine the continuous radiation, we need to consider

the intera_'tion_: of an electron passing through matter. In these inter-

_etlc,n; with the target atoms we can have elastic 5 (electron energy

unchanKed) or inelastic (electron loses energy) collisions. Assuming

the electvon'_ initial motion is rectilinear, it is clear that colli-

sions can £ive rise to a deviation in trajectory. We will not be non-

<'erned here with a detailed examination of these trajectories, but take

note of the fae_ that they allow electrons with components of aeceler-

:]tion transverse to the assumed essentially rectilinear electron trajec-

to['ieS.

As a l,eKir,nin:llet us follow the: treatment of Thomson, _ and simply

_ssume the e[e<:_on is brought to rest by a uniform acceleration

opposite the dlrectlon of motion. Consider, an electron moving with

velocity u h, the positive _ direction, and uniform deceleration a.

Classicdl electromagnetic theory 8,9 gives the electric and magnetic

r,{d[atlon f [e,]d:_dt a tim_ t and distance _, as follows:

XVl-3
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X-RAYPRODUCTION:THE CONTINUOUSSPECTPAAND POLARIZATIONEFFECTS
(Cob_in_dd-)

E -
4_doC_C _

-

where a is the acceleration at the relarded time t - r/e and we assume

the speed of the electron is small compared to speed of light. We c_an
obtain the power emission (p_r steradian) from the Po'fntin_ vector, S,

P(O) = r2 I s I ,

whe_'e S = E X B

W,:obtain

P = e2 a2 sin 2 8

16 11"z _ oc3

The radiation patte?n, P vs 8_ is shown in Figure 5 in both cross-

sectional and three dimensional pemspective. Certain features are

prominent: (i) the madiation pattemn has cylinderical ss_nmetry about
the direction of acceleration, (2) the intensity goes to zero both in

£orward and backward direction, (3) the maximum intensity is at right

angles to the elect_on path, and (_) the beam is polarized with its
electric vector in the plane of a and m. W_en u/c is no longe_ small,

a relativistic treatment is needed, as the angular distribution of

intensity becomes noticeably tipped fomward. The angular distribution

fo_ a thin aluminum target is shown in Figume 6. At the high energy

limit the pattern is surprisingly similar to a single madiating electron,

except that the intensity does not go to zemo in the forward and back-

ward directions, even for very thln films whose thickness is a very
small percent of the electron's _ange. 7

As we have seen_ only for an infinitesimally thin sample could we

_xp_ct the deceleration of electpons in a target to be in line with the

incident beam. For teat tal_gets, electrons experience tmajectory changes
(zcattering} which give rise to components of acceleratlol_ pePpendicular

to the plane of emiss_oi_. Assumin£ isot_-opic scattering we have a
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X-RAY I"i_(JDUCTt(ffI: THII _.ON'I'INIIc,US '_PI;C'I'I_A hNb I-'()LAI-'IZAT!otl I;I'FIS['T:;
( i .*( .onl:_ nu,-,d )

requirement ,_I r;ymmet['v that the x-,',:_y b,.am in the Inrw, i_,d, _ := lJ (o_,
haclward), ,lir,,_ctlon be completely unpoJ.,irlzod, lO Thin i,.q _iml;ly ,,
r,r_quirom,:ril of anr, uining thdt thorn is no preferont|a], dir_o.c.'tion f,a
,,1 oetr'r,n ,_,'a r t,m |hE dm:el or,,-d:ian eompot|r,n i. n pr,Ppe11(lJ cll].,ip t(, tl., i'_" ;m'n"/
l,e,_llll dir.,(,l i,m.

li,-'ll_'_', W_" _;,',' lhg, l lht _ lll(at3t :;tf,,l[li,,ht forwaz,d llp,,in[: lo l('hl, v,, ,i

,',Jlaplr, Irq v iml),',lar, iZe,:l x-rvly boilm_ .|.o.., 0 = O olp l.g() °, wil] ,,Orluil,_,
non-,-;bmd,]/.d ×-fay i.',Orl_,PdloP g_;Olll(ltlP V, Commet.elal ×-fay lub(_': ,w,,
producml mc.utlrlp, the r,,,quiroment._ of ,:[th_.r condition, dl|d wJ]] b,,
.li.q.:ur;:;,-.d in I-h., [olh)wing section. We haw _. em.,-amter'ed an a,'td_l]onal

i,oT(:n%idl method of produ:.'inp, an unpolat.ized beom for $tandJrd x-.ay
tube geometry based upon Figu_,_. 4. From Figure _ p : 0 fro, Y/go _ r.x.
A more r,ecent e::tim..tellindicate:: p : o (O = gO°) for V/vc, el O.lb.

IlfilJzat]nn el this method [o l,roduee unpol_pized x-pays would _'e(luir,e

In eve1' voltage of, U, of I/0.15 _ 7 where the ovel_ _oltage U --E,,'H2,

with Ec' be[nb',tl:eshell ionization enel-gy and E is the eler,t_,on beam

,_nel.gy. By meals of an example, consider, Figure _ to be m'cu,'at,',.Fop
an ovel, voltaEo of 5, Y/go ff O.2, we have 20% 'oolarizatin,,of tb. eon-

tinuou:" spe_ttl'um. Howevel,, based upon a :;emi-quantitative _stimate frmn

an ,,[umlnum tappet in the HEAO-B report of Reily, 1 the bae_gr,ound oon-
I [nljous3 spectr, um ha_ only 1_;%of the ]ntegrated [nlensity of the K_

peak (Lhe ,'hard,'tePi,ql [(' spe(-tea is_ we recall, unpolapized). Hence,
wt,ile the!, po]dt, ized portion of the continuum is--20%, we have pro,cent
l)ol,a,tz,li<,,_ [o,, tI,e beam ae: a whole ofNO.3 fop the AL g_ line. i

'I'hb- technique of (:hanging the polarization of the x-ray continuum l
!,y ,_,l_uc;t.[r;;. th(, over, voltag.e would [)rove usc.ful if a i-ot,.ttir}g cpysta]

i,,,1 ,, [meter ,_S will be used foe AXAF were made available prior to main
AXAF p.,r'kage c,a]ibratJor, effort. Unfortunately, that is probably not a
lik,.lV possJ I,i1itv. The technique does have obvious limitatlons: the
"u [_ lin¢ w,m,lclrequire ,ln electron beam energy of_-80 keV (Ec 1',!K_

I

I

I
I
I

X-RAY GI:N[II'ATORS : _INPOI,AR[Zt_D t

':_,,, AXAt' _.... lulr,ement fez' uources ,.' 100% unpolarized x-_-ayt,
"Lr,o[r',iv :;u)'):,.,_;l.'-; th:_t the pt.esent ,,o.ne:,ator must be replaced. The
:;,:Jt'ch be_1.m with an oiu t-owaed locating a mndest cost commet, eJ',l

:<-p,l!. tube with ,_ replac'.edble tap_,et fealur'e. This latter Cesium,,-:
is peobabl¥ the most attractive eapal)ility of the lp,'esent _;g:,teln;

with_mt [L _1,, x-ray l.ub_, must be changed when the x-rag energy r,.-

.iulrem,,,tt chan m,';. ,qc, the task at hand was: (1) who manufactur(,,.:

v,,V I -5

. ., ._ " ° ,_. o. .,'.. :' '_""_" o,. o., ,._ _1 .. "-;.,d;_ °- '_ o "2"_'_

O0000004-TSG ] ]



X-RAY (IENERATOP,:_:UNI'OLARIZEII (¢'¢mtisled)

tubo,_ c.apablo ot pmoduclnE ulipcJl.m[ze,l x-rays anti (2) can the t,.r_,,c:t
(anode) be (oanl]y) t_eplacod? A further obJoetiv,_ warn to locate fir,fro;

wfllhlp, re cub]tom de:;Ign ;an x-ray tube, in the eventual] tty nuch an
opt."ton need be connJdor, od.

Vt_n(I'JP ,Isl)lar'a(,1};W(._h"l lo,?;Itod prJ.mal-ily from per,libel of tile ]98tt
Theme.'3 Ret, i,:t,,p aiid Dun,t an.1 Bpadc.hool; Dlrt,etor,y. [_iroct vondor,s of
x-pay tube:: otmtaoted .are lintod ]n T, ihlo I. Table II |'_ _J lisl lhl'

O¢ lfl,lnU_r,tCtllPl?l_:4 _-If q_]i, PtPOrl _,un r.v,Jpt)rator.c. F,loetron l;un oV;al.Or;ll,JT,
• 1,% •

w,,r.c, oonsJdored, oven though th(,tr, d_,stgn,?d use im for target ,,vapor,.i-
t[on. in the interest of utility, ral:her than fcmmatity, the d i,'lr'uf;_:i,,,,
t,_ f_31ow will name the individual (or JndIviduals) contacted op t,_:]o.-

vent to thu sub._eet. Also, beeauso a great deal of the subject matter

to follow is based upon notes taken during telephone f+xchangeu, it mu:;t

b,,recognized that mlslnterpretdtious or actual mistakes may be include,!.
Ouly those vendors/contacts are d|scussed _or which it is felt useful

info_matloll worth put.suing was obtained. Titles of ind_v_dua]_ _p,_

mostly not included as they we_ _enepally not known.

Machlett Labor_tories, Inc.

George Mahn
(203) 3_18-751] ',

,i

The writer was initially ma4e aware of Machlett Labor.atori,_r;

through initial discussions with J. C. Reily. Machlett pi_oduces an

x-ray tube with toroidal cathode geometry, Figure 7. The s3nnmetry
arising from the gun geometry satisfies our prior condition for pro-

ducing an unpolarlzed beam. Machlett _ however_ was apparently not
interested in considering a replaceable anode, 12 and this was conlirmed

by G. Mahn. The tube under discussion, OEG75 or 76, was designed to
operate at 3kW, and for an accelerating potential of 20-75 kV. The

question of whether the zube could operate at 1-2 kV with sufficient "

emission, a f_:wmilliamp._z,was questionable. Mahn, who is the

designem of this tube, ventured the emission was more likely in the
micro_mp range at 1 kV. He was quick to point _ut they had never

had a request like this, but he indicated that he would tl'y to have
some data taken, and if the results were worth reporting_ he wo_ild
notify O. C. Reily. An additional comment was that he had no con-

Yident prediction or,x-ray spot size for the 1-2 kV range. The

nominal :spot size of the tube is I-I.'; cm o.d. for designed opel-sting
w)l knee.

KeveM

Brian Sk_ 11_'o,'ri

Kew_x mnnul:_,:turc_s,aIransmissiou target tube in which the x-ray
b<.am is taken out ]n-llne with the eloctl-on beam, Model K-5020. Tile
tilb,,Js ,l,,sil,jiedto opepate dowr, I:o1 kV arld stilt del |ve_ 2 ma emission.

XVI-I_
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×-F.AY ,;ENLI-:ATOP';: I.INPOt,AE1Zt;D (Ool_tinu,,d)

Keve_. (!'_.al irtu,,,l)

T|._ tu|., i:; I,,it,,d d1 10_ Watt,q ,It rio I_.V. Tho t,_ipR,,L',_ at',' i,,'r.liv',,(_ by

v, muum r,.,atfu£ _ O.O02"-O.(_l(l" thie_ fl_. waf_p. Such 4 tul,,,, whi_,.

;:,ttt_fV[ll[[ I It,, Iir;co,q.ff.-IT-t Vglfltl.!lPy eoqlill_og_orlt_ t_131, I.,t,tJt]u¢:{hj_, ,tit tllt-

I.,],IP.[Z,_¢I ,'.JlltillLlllffl. [:; I'lll'll.'t"[g InJs,-It[l_;f,le*oP'f fop .q.of'l" X-rvly,q I,r,, ,l_l;;_,

,.,t o×e,.;miv,', al,:_,,ppticm. A vcqal;-mo,lblo anode-, i_; ,1t::o ,_llt at" the' ql]o:]"

![cm. ,,:; :;],_'.'i,II eath,nl,, nl,_tor,],ll is us_,d whJnh would I)0 t..li:v.m,.l Ill,Cffl

,:,:ILt-,I,'I WJl. ll uX'lflL'I,. A tuplller impo,l[munt to tho ua:,, of _.hi_: IVl)"' l.ul,,.
_:: ]11,,-11 ,"nndt:_'floli 1Pore th,_ t,ll_j_d,1 " . I-hwit r,,._m_v,'_l i_' aol_-lv I-,v ,,,,hdu,-.-

l i,u_ tl_'_,u_tll Ih,., B_, b, lc},;Jn_: r,.,it - nOmll.i1 IV 0.010" l,-,l, 1_;i w,-_tt. I_,1) l..v)

,!,t.r,,rri.,n. l,,v,,z i:: w[11Jn_t I_ m:._'t,am ,lonign 4 tub,,. A l,,-,.-_:;it,i]i_.V
w(_ui,1 l,<, I.o p_,(,,tuce ,4 window]e:'.'; tube b,l::,ed _tpon ,1 tube th,.v do:;[_;l-.,d

for x-pay lltho_;Paphg. Th,.. f,abe utilizes dn annular, catho,l,, .-m,I ._

or, i,"d] ,-m, ,,t,.: ; however', they c.nvlsloned d r,eplaeec]bl,, flat ,-,I,.,,I,- ,.:

r,, l,t_,q,l.om. Tin, X-l'dy,'" would be l._ken out of t!_,_ t'ub_. "bar,kwar,,t.;,"

_hr,uu_h th,. ,mnulae cal:hodn (sifllilar. I-o Machlett's tube. d,-,::, .;.:.;n). Thi_
I,_,";:'.ib_ t itv r,_,:l\, t,o wo_'th t"uether, discussion.

Ampet'eX [;lecgPonl,a C,.t,po_,dtion

Riehap, t (_umbrecht ([:ale:_ Manager)
(516) 3:_1-r,'200

:,', 6 to '_ ,,,.mths tho_v wilt have a low power (150 watt:;, 1-50kV)

,nd win,low tube o:_ the market. The tube will be oil filled and nea!ed,

and hence not amopable to tdrget Peplacement. AmpePex will consJdeP

lesignin£ speci::[ purpose x-Pay tubes. I was PefePPed to their technical

,,xpcr't, ler,_,IneIieher,t, but he was on vacation and not available for

[i :;c',l>_t_ion until Augm:t.

Siemens ([:. S. Industt, tes) °

Robert Mevet's
(50q) 'J[{3-,_616

Siemon_s Fr,oduces a full ]]ne ol x-pay equipment. 'rh{n Sncludes an

,m,:lwindow topoi]a! geometl_y tube which is said to be a _eplaeement for

Hach]ett tubo:. S{emens products ape manufaetul-ed in gePmany_ and any

!,es:_lb[t[tv of ,ustom adaptation seems ratheP remote. TaP£ets in Siemens

,..nd window tubt,, _, ,_p,. not peplaceauble.

V.; (V-_,,uum denerator,:;) (Kuet l,esket, Come,any)
Htk,', t'1 inl;o

(111.2 ] t,',5 -qtff"3

V, lClllll!l [loI10t'atr)1",; 1:: ,I Beitiah tH,m manufacturing a v,mict'¢ ._f v,_m.mm

,,,'<,,lu:zt.;. 'i't_,, pPoducl ulldeP cotmideration hePe is ,m electron _tur_evdpo--,
r,,_Ic, t, ,h.'sip.pr.d top t,_t,g,,! ,_,yap,marion. Reduced pow,,v ope_.,:,t'ion qual_tim:

t ltc -;V:,tOlll .t:-; ,th X-P,-_!t ,..,.nev.ltov. Thin lvtPt[eulap ,lesip.tl utilJ'tes elec'."., .....

XV t-7
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×-RAY t_EII[I_TOR_I: URPOLAP1/{'I_ (ContJnur,d)

VC; (V,,euam ¢l_noratot,;_) (Contlnuad')

!;t,llio f_,oll;llr,{,,lnd l:o).oid,lll;llflp.oomoteV and in _ald 13 to pr,ov;,lc.,,

nm,_ll,m nI,ot FI]ZO than :;lmilar olcmtpnn guI,o ut]l(z'Inp, magnot{_ focu::-

it,}:. 1'he tap_r,l [:_.adaptabln to poplae_mont,13 which it_:an ,it1,.actlv,,

i,_,lt,lp,,.The, llppo_ ]imit on the £un high voltagn is 1.0 kV, Thls is ,,

1 ;mlt11,{, f,_atu,(, f,--n,x-ray ppodu,:t'ioni for, Cu K_ at He. --.RkcV, fly,

ovo_' voll,-Igo [:_ rmIv .!.2, and th,,r,;foro thln cyntc:m would not b,. off:l-

, Dmt for l;rOdU,.'l:i,m_[ Cu Kd. rad.{at._on, Noverthe]e:;,q, this F;yntem

.!_,,F.:,,ramw,.,rthV o[ ftn.Lher Inv¢.:{ti{;_{tion, p;]rt{r.ul,+r]V as th(' ha:_]F:

,,I ,{ modifJ,_,d cu:;tom x-rJV gcn¢,r,_tor.

X-RAY SOUR(?I: CONFIGURATION

It n,uc_tt,,_,recognized that without a firm d_clsion on specific

;_ource F,eometriea for polarized and unpolarized x-ray sources t},_ dis-

mls-_ion Dr,esented here constitutes no more than speculative thin<!ng.
The following two requirements I% for the x-Pay sources constitul .... ]

serlous impedim;,nt to simplifying the source conf]Ruratlon:

(1) q'h; unpol_rized x-pay source shouid be amenable to a qO '-_
}

p_,tation. Thi.s requirement is to verifv any asymmetry in the u_-

polaPined beam.

(2) The polarized source must allow a 90° _otatlon of the direc-

tion ,_f pola,_izatlon in order to calibrate the AXAF polarimeter. ,.

ll,asmuch as the tlme top changeover from oI{e test condltio,_ to

another is at ,] ppmnhlm, it is clear that these additional req,_ire-

mentu add a further burden to the source eonfiguratlon. Each test

condition chan_,e requiees valving off the scurce oha_er and go]n? %o

_tm_;pheric pr ;.;ure. After th+- test conditions a_e chanp.ed the+ _,oupe,=,
chamber mu:;t be reevacuated. For, HEAO-B ealibratlon these test con-

dltion ehangeove*'s (tarL',ets/f]iters) were accomplishe4 rather easily

in about 30 minute..-;,12 as ta_ets were replaceab!e by easily ren_ov[n_

Lnu electron K,_n ,_t;._embly.

(_I,e[,o.",slb],"con_upat[on cmlld be as :&own in Fi{;urc 8a. The

co_iigum:,tion "Jh,,wncabinet ()bviously al]ow concurrent operation o[

both sources, l_ut is intended for discussion purposes _or possible
,,c%U<,l operation. The same type x-_,sy source (unpolarized) could be

u:_ed ill ei_hep pcmlt[or,. When il tube is used for producing pol,mlzed

x-p.{Vs, section A i:; removed to ._r, ,_uxillavy pont, and a erystL, l

mounting fixru,'+, is ,,ttn...'.hed to th(_ flange at location P (Fi;_ur_, Rb).

XVI-R
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,r X'RAY ',OURI'EcONFI _URA] _ON (C'_TLt|.nued)

•: ['c,u,_ ,'h,_hp.,'r'<.quir.inKrotation of the direction of p_la_ization, va.uum

_ cVCl ;I*_,_f the uour(¢, 2hambop is necessary. The_,e ;irP sever;if w,_'l:_to

_-_[ _:cmo,_pl,j.iilyeFF,.-_oTthe 90° rotation: (I) the complete se,:tion B eou]d be

"' _ operation, an auxiliary f]anK,,d
ifl,Jnii,l]].y m,t4t_ct, :_IP_.lIiJ,rlj,_unwieldly (2)

" l,or,t (n,_1 :JhowTl), F]2, at 90 ° to FI would allow the source tube %o be

ira)red t_ th,' z,_.wgo ° p)sit]on• This would have to be accompanic6 by a
:' {mOl,m 90° ,,,-,tatlonof th_ r'mystal holding end cap. The origJnol tub,,

llnn;,j, pr)pt |'] would have to b_ capped off, and (3) the confIEuPdtion of

" (:') ,I_;_,,j/low_: fez, h,JvLtlg two [denth'al source tubes in po:,[tion at F1

.i' ,hd F_2. Th,, cmly r'ot,,tioh Poqulred .i..._fr_e the crystal ho]din_, end cap,) , . . •
o,

'.5". Wh-n the ny,,_ ,m _:; t_ be :_et up for unpolarized x-rays, the ,:rysta]

o"_ holdh_p, end ,_.drat location 2 is _emoved and The x-ray source A is

o:, _tt._oho,,l4t location 2• Rotation of the source by 90 ° necesnltates thr,

':'"i, ':our,:e ,.'h,]mbe_'[.,_{n_cycled at atmos[,heplc pPessume.

.... An impot,taht, but unmentioned_ problem is that x-ray t:ubez not "n

[" u:,,_ (het'e a=;suminF_ a replaceable target is not feasible) are at armou-

. _ pne_ic press_'e. Unless the tubes not in use ape somehow sealed (as
,ugg_,_d by kev(,x representative), ,_ test change wJ [i _equire the

,_, :::.ubstitu_,__tube tc be given considerable additional pumping time due

_ _ :<, deso_,ptlon of water and othe_ gases. The ability to keep x-ray

i: rubes not i:, cu,,Pent use under p_otective e.nvironment deserves st_ong

&' ' .on_;idc_,._tion )ne "brute fot_ce''possibility is extra flanged po_ts

_ ,_n the :;oupcv tube, so that except fo_ test ehangeove_-s othe_ tubes....:- "_n-l'n_" for t. :t w_ll t.w. under, vacuum• Another-, suggested by Kevex,

i,q t|,.:,,t e_--|, ×-t. _.y tub_ h.,._;a valve in place of a window _nd a vacuum• ..m_,ct [on. With this, ;_ll,eit probably costly, configuration a given

'_,!" ,uho w[] 1 r,_ve_ ;re atmospheric conditions, except briefly to change

_'_ t _r-_t:: ('! p_:;_[bie), which cat, be ,lone under dry nitrogen cover.

"& i_;
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/' CONCLUSIONS AND SUGCESTIONS

" It is recognized that none of the configuration ar.ran£ements

,._ di_cussed are conducive to rapid test condition changeover. From

/L the vantage point of the. writer there are no easy answers, only

': ellm[nation of least acceptable alternatives. Several possibilities

, for unpolariz_d x-ray sources have been discussed and merit further

: consideration. None seems worthy of a wholehearted endorsement.

'.',_" One obvious possibility deserves consideration: employ an expert
°o, z

_:onsultant in x-ray technolo_]. Then perhaps what appears to the

_[ w-Plier as a very difficult (bordering on intractable) teebnologl,_al

_.,. problem will become "merely" moderately difficult.

',;2'

P

_g

i'

'2.

'r

., ",)

¢.,

;.... XVl-ln

0% •

00000005-TSA03



P

W
_-. .,. TABLE I

Z

' VENDOI.'S CONTACTED - X-RAY SOURCE
. J

L

•' I. Siomen_ (E. S. Industries, Marlton, New Jersey)

•'. ?. S_.iI_:PtX-R,-JyC<_rporati(_n,Fairview Village, Pennsylvania

_' "_. Duld_.e (Affil. with Picker), Bellwood, New Jersey

,: t_. XID, Clifton, New Jersey
{

° ':" 5. Phillps (Ridge_ In(..,Rep., Decatur, Alabama)

,:, 6. Pi_'ker International, Cleveland, Ohio

.,_ 7. Agfa - Cevaert_ Inc., Teterboro, New Jersey

,_ 8. AD; - T,_lefunke_ Corporation, Somerville, New Jersoy

ii .

_) 9. Kew_x, Scott Valley, California

-.-) I0. Amperex Electronic Corporation, Hicksville, New York

...:_, 11. Ei,;,i_'(D1v. of Varian), Salt Lake City, Utah
2_""

' ,'_. 1'2. Di,l,v,C_rporatiou, Woburn, Massachusetts

!.i 13. EC" - Ortec, Oa_,ridge, Tennessee

j . lu. M_,',l_,.t_Labor._ries, Stamford, Connecticul

":.3

o ',V
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o:' TAI*LE ii

-J _%
.:_., VENDORS - ELECTION GUN EVAPORATOR:W,

-, I. Vc; (Vacuum C,onerators) (Kl rt LesSer Company, PittsbuPgh,
..... 7: |'<,um_ylvania%

" ,> Mill l,,u_eEnt;. Companv, B,r'l[ngt,)n,Massachusetts

_,, 3. Balzer:_, Hud,_;on,N,,w Hamp, hire

;_,, J_. Kin_ual.lPhysics, inc., W[! ton, N-w Hampshire

':_ 5. Energy Beam_;, In,"., Bloom;agd;ile, New Jersey
e

_. Denton Vacuum, Inc., Cher_ V llill, New JePsev

_-',]' 7. Parta_,as, Inc., Cherry IH. 1I, N_.w Jersey

2;i!

"?_i,

°',11" _':{rom198# Thom_i_ Ro:,listor

13,

,, • .... = ==.: ..:..=. - _
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" X-Rayu
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j (Cathode)

/ ¢
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O,
o 2

J FIGURE 7

o : The b,]P,[c [o.,atlll"es of a tor,oldal eathnde geometry x-fly st,ur,ct,
". (0.£., Machlett Laboratories). Electrons follow curvr,d tr,},-,::-

";'" topics duo to th_ eontrolllng grid pot_ntial. X-ray_; pPodjr'r,,J

,at the annul_n, elee.tvon impact region ape taken out: "|,ackw_lr-dc,"
'"" ,]long the axis of symmetry of the impinging electron,_;.
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.... ANALYSES VIA AIrFOMATEI_ MASS SPF, CTROMH'BY (H,_;/D.H)

,r hy
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*' ABSTRACT.,j

o ,i

,, T

The objective of this project was to establish the basis t(,r not_ or:'r.

o__ improved uses of the Finnigan 4000 quadrupole mass spectrometer (MS)

'_!L_ with its associated INCOS data system (DS). The first phase of the

*:_ ' project involved an evaluative activity in which specific probl,,ms wilh

?_ ; miscalibration and gas chromatographic column conditioning _ere

} identified. This phase also revealed one solution to the probl_.m of
-_ , detection of substances not visible in the gas chromatography dotecti_m

_ mode. A second phase of the project was to seek useful applications ,_f
,._ . the direct inlet systems. This mode of sample introduction has not b,,,,,,

_ : previously utilized on the existing equipment and was successfully

¢:. applied to _he analysis of the components of TONOX 60/40 and in the.
::: thermal degradation products of some polymeric materials. Suggestiona

': are made for improving and expanding the use of the HS/DS system in

., m,,torials development and testing.

' "F

"*w •
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;" I. Lntr(.hiction and Obj,_,ctive

,.., • The (,bjoeti_vo of thin st.nmor project was to provide sug[,__,stions for

: Jmw or improved uses of tim Finnigan 4000/INCOS mass spectrometer-data

'_,,., ::)'stem (NS/DS). Considering the rapid expansion in }11o applications of

::: anaIytical mass spectrometry over tim past 10 years , this is a
;;: ,. r-latiw_iy ._imple task, The major factor in tile growth of the power of

modern mass spectrai methods is the development of computer controlled

systems. Tlmse allow tim chemical analyst to process the very l_rge

°::_ amounts of spectral information which mass spectrometers are capable of

o producing. The Finnigan-INCOS system is one of the best (MS/I)S) packages

o:- available although the version existing at MSFC (1978) is growing

:, obsolete compared with current descendants. The essentials of the system
:",: are shown in Fil,ure I.

-o

12, *

:?

II .... ' ,'_: F3JECTIION
_ EAMPLE QUADRUPOLI MULTIIqJER
:_ INLET MASS I_LYER
& ,oN
,:_ .. souHce ..............................

;S

DATA
" EyETI(M

,'_. s_ss 14ql¢l'm_l
¢om'm*Jm_l o*lvu_v

tOIClU, OKO41_

/.

': l,'igur,,', 1. Graphic illustration of a

(_tut(Ir, lpolo Nass Spectrometer.

::. 'llv, nm:_,._ t-vLtc, r i:, a qtladrupole swept by the I/F and I)C voltalles of

th,, qnmlrul)o],, _(),Is. 'l'tw mass rang,, is I000 daltons (]0% valley

v',,s,)" tion) and the syst(,m can detect O.l nanograms of methyl stoarate
.." _tninl'; _'l.oetrol) bombardm(-,nt (70 or) as the ionizing source

i"

,, ,: 'l'h- [NCOS software pa{'l<age and NOVA 3 computer allow spectral

.i.. i acqpisition._, , un,l,,r comput(,r e_ntrol. The data rates are reasonable high..... (l( /s,-(') allowing a lO00 (1.... ton spectral range to be road and stored

.,. ,_ ^v Jr-,

:4 ;i• y,
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b_-_'/ ,.w'ry I-2 ;;oeonds. The sol twar_, systolll ha:; a large, :;el ,d dale hand] i hv

_' '_ procedures, most of Wlli_l, have morn than 10 _ubcommands. The I)' rmn
read and store up to 10 spectra ot up to i0- mass windows _.ach awl l lJ(,

, _: analyst is face_ with the problem of choosing the correct proc,:dure,
•_'," among the ca I0 possibilities, that will reveal the _ertlnent

i ._, analvtical-_esults. Figure 2 shows an oversimplified illustration r,f
-, '" the HAP display.
'_ J '. i

fi,. lille * SP_ I_ _IIRI _ llll I Ir/S I0 IiIi17/13._14I$IIIII0 Cml.ll C_I_II Q _ i TO 21t

.... I I I=i: °

, g: o , , , , _ l

'" ,l ,l , ,l ,, ,1 ,, ,, ,, ,i 'l ,l ,l ,l ,if ill ill ii ,if ,[ ,0l ill ,,' l_l!$

°i ':, - ;

2'g
</ ,

"", " I I °

', _ _,_ u

i- ,_ I I I t _ I

L<_ _ ......... , ' '1'1' •i '_ _ I I I I I I I I I I I l'l I I I I I I 1"/-'2'.Y-,u_

_._' __._ -

le_ 1$$s 11_ I1_ llllI

o i _

f{ t'{g_te 2. HAl' !_isplay of Selected ion
>_ Curret_ts iu a 25 Scan Segment.

,;. The lower portion of a HAP display shows tlm. total ion cur_ ent
,,[ (RIC) versus scan number. The upper po':tion is a three dimensional

display of ion current (_-axis) at each mass (t-axis) during each scan
:'f (X-axis). The duration of each scan was 1.95 seconds in this case. The
,, RIC of Figure 2 shows an increase in total ion current from scan 1080

" up, peaking near 1094. The individual ion current display shows that
:' the high mass region (M/_ 177-210) is responsible for the RIC increase,

. !':. the lo_ mass region (H/_ 80-152) being a constant background.

_' At the present time, use o[" the HS/DS System at NSFC appears to be

-,. restricted to the qualitative analysis substances that vaporize I:'rnm

: -: anything in th(, _nhahitml compavtlnent,_;of manned space vehicles,
,, <

-il xw_-2

;7 ,_:
I,
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'/- C,urro.nt procedures use the MS/I)S System to analyze the effluent stroanm

":/'.'. " ,)f a packed gas chromatography column (GC/MS/DS). One of the mmlt
• . h,portant features of the INCOS data system is its' library containing

•_o'-,;, the ma:_s spectra of 25,000. known substances. This 1 ibrary can be
•=" .'searched in comparison with an unknown, allowing rapid idenl.i ficat ion of

....•i':" components detected in data files from the gas chromatographic
o ._

,.- s eparat ion •

': This report contains results and recommendations relating to the
L

,;;_, main existing use of the MS/DS System, analysis of substances found to

-:: off gase from ntaterials making up the inhabited compartments of space
':," vehicles• It secondarily contains some crude results on analysis of

./i: precursors and thermal degradation products of polymeric materials. The

...._.; latter utilized the direct inlet sampling mode in place of the CC mode.

Suggestions are made for upgrading the role of MS/DS techniques in tl;e
°_" overall activities at MSFC.

":7 1

_ "_' a) The term "nffgas" is used throughout This terminologg maintains

o ._ integrity with the language of the procedural definitions of
:' ;_ roferonce 3. ?

-A,

,¢' 1t'
__ 0 %.

7 ,,_ :i

,,"r " 1 ""

,{ •

', r

'7

//i

,'r

.!

" t
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,r._ II. Offgas Analysis

: The principal use of the MS/DS facility at HSFC is in the
:/ identification of substances found to offgas fro)l materials or

components which could contribute to the atmosphere in the inhabited
: compartments of space vehicles. Tile protocol for testing is described
,,_$•
....;. in detail in reference 3. Commonly found offgassed substances have b(:_,n

,:> classified in groups (j) according to type of compound. Each substanc_
;; (ij) as also been given a maximum allowable concentration (MACij). Low
'C "

_:>, values for MACij are of the order of 0.01 parts per million (ppn). The

.i-_ criteria for acceptability of a tested component or material are given
_; by equations (I)) (2) and (3) where i refers to a particular substance

,ii. and j to its' group. Cij is the measured concentration of the substance

(_ and MACij is its' maxim,_n allowable concentration.
oo ,,_

tL •
%-

o_: (I) Cij/MACij _ I.

i _2_:7 (2) _ (Cij/MACij) = Tj ,_1. (all j)L i
_ (3) _ Tj _ I. (The sum ow:r j excludes some gzoups.)

j

These criteria take into account individual (ij), group collectiv,,

(j) and possibly synergistic effects of observed combinations off gassed
substances. An additional and very important consideration is that a

i!_'" substance, which is evident in an offgas test and which cannot be

i_/. identified, must be assigned the lowest MAC value. The positiv,,id,mtification of all off gassed substances is therefore of some

i _" cons(,quonce since a low MAC value for an unidentified offgas component°Av." could cause rejection of the tested component or material. This would

_" _ necessitate a search for a substitute which could) in turn, lead to n

i _ costly delay. Efficient positive identification of all offgassed

°'il. components prevents such situations unless they are really mand;it_,dby
the certain presence of a substance of low bLOC value.

% The present project was initiated hy an examination of procedure in;%

%_ the, o[fgas product analys_s. The procedure is basically the placement

,i of the sp_co vehicle component or material in a closed compartment at
,.. specified temperature for a specified time. Small gas aliquots are
"-i: removed and subjected to GC analysis with a capillary column and flame

:2 ionization detection. If the identities of all the components are

4 socurol:_ knotcn, response can yield concentratiom_
tilt:n relative factors

(Cij's) in the sample. The high sensitivity of" the flame ionization

-_ " detector makes small concentrations easily quatttifiahle, ltow;ver, t).,
:"" Flame ionization G(; method is not very reliable for identification.

,.;2. _ The HS/I}S is much hi,tier as an identification tool. ltowevet', (.,vim
4

' when operating _)n(ler the ideal contlitions) the Finnigan 4000 ha'_ ;)

"," ' XYll-4It

, .;._
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'_. clotoctability li,.it (fo_ a known substance) of lO0 pieograms which
,,. iranslates to about lain of gas sample containing at least 0.01 ppm

orfgassed substance• There are other factors in the calculation the
;' Cij's to be used with (1)-(3) but the 100 picogram to 0•01 ppm/em _f

_: conversion establishes the point that large gas _amples are necessary•

/:".. Presently, samples of 10-30 cm are concentrated in adsorption tubes,
desorbed and separated using a packed GC column. The identification of

i: *':- unknowns would be f_cilitated if the original gas sample size were
: " increased to I00 cm This could be done rather easily using a gas

.... burette in place of the syringes presently employed.
t
'T,

5 _ A. Calibration Effects

,*_ Figure 3 shows an example of the MAP display of a small port_on of

° '.-. CC/HS/I)S data obtained from an off gas sample (FESTEST).

_t I.

°:: _ I_ii I-!I*

";" Ill III t11111l[ il ! il I-J BIIilll_"lll_' ' Jl_ILk__J![J-- ;.,.. ,AlmlUilIIAIIIlUl*._, - - _, $7

\Se..'

_21-'
ot _'

i--%:;-
g ". ,,J

!,f IIC

_ .. . ;,,, ,,_ -°';' '"'' '' I ' ' ' I ' ' ' ' I ' ' ' ' il

:. _. 15:40 _,_ _lilN llll Ill TI_
_. Figure 3. Selective noise, M/Z 57/58
,,: Cal ibrat ion Error.

.;_ The lowr_r curv(m are the chromatographic response using total ior,

:} etlrr,_lll(RJC). The uppc_r curves are tile individual chromatograms for

::: _ons oi nlas:;55-60. The selective and complementary nature of the noise

,: in the 57/58 curves is indicative of computer misreading the ion
d.' hvtnnsity channels near MIz 57.5. This ultimately proved to be the

,, correct interpretation. Retunlng the quadrupole through lense
. adjustmo.nts largely eliminated the selective noise patterns such as those

' ,_hown ill Figure 3.

XVI I-5
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.... The algorithm which allows tlm computer to assign tile inten:;Lty
_,f patterns as mass unit increments assumes a linear scan function. The

!i" correctness of this assumption is dotermlnod using the observed spectrum

=',._ of a calibration gas (perfluoro tributylamlnep "FT3"). The CALI and FTT

!", procedures of the INCOS system compare this spectrum to stored values.
.:, The computer reading or assignment of the mass responsible for a bit of
_v ion current is made in reference to such a calibration file. Marginale

; " tuning of the quadrupo_e will show up in marginal statistics in the
,: calibration procedures _ and finally in selective noise patterns such o:_

q .:" shown in the 57/58 masses of Figure 3.

.. An even more important effect of the use of a marginal cal_l,ratlon

_0"_! filei_i11.._tr_e_inngure4.The.__pectr__.f_r,othef_r:t,_,,_
o"T _i offgas component of the FESTEST sample (Figure 3, scans 147-]b0),

i "_!.t.

i _' oI_ LII_#,RY _EN_'CH I_TRz FEST[ST I IS3

#
St_I_PL[_FES TE_ CELL

o F # 147 TO # lf_ SUN."IED- # 88 TO # 193 XI._W)
...._" ll_

V _- :,aMPLE
.%

e Le
i$

;C: :_. Hie. 013, lt4 1,2"PROP_r.OIOL,3, 3' "OXYOI-, TETIL_,IITRATE

• "U; _5

-_.__'o_ LISI;'_',$EwRCN D_T_: FESTEST# 147

•"_,_,"_ SAI'_..E: FES TEST CELL
ENM_iCEO(S 1e.,82N OT)

°°1 Io ' -"_:'L,E

..e 4

] '
•.'<:.d 2-PlOPfalOL

i ' ' _'_'a l I

i II
ri

."" Fi_,ur_ 4, Spectra and SEARCH Results
" (,_;"Scans 147-160 of FESTEST.

• '_! XVII-(,
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,?_i_

o ,,--,

_','" 'l'h,,,_p,,,'trunlill th,, lop i,';tlm nvol.'ailo_ all,,r bnekl_l'ourld (,Ol?l-OCt-_,_ll!f01'

_ the first ma_iar o[t;gas COmlmnent using the incorroc! ealibrationo This

":.2 spectrum sl,ows the base peak of the oftgas component as M/Z /46 and the

;.,.!: Library search indicated the component to be 3_3*-oxydi-(l_2-propanediol)

. .ft. totranttrato (second of the upper pair of spectra),

,. ;,_i 'rhf, lower l)air el spectra are from the identical data set trot using
.... ,i [

_-.-:"i th(: improw,(l calibration file which ,_liminated the selective noise at
,_; H/Z 57-58 in Figure 3. The averaged spectrum associated with the same

". :_i component (scans 147-160) shows a base peak at M/Z 45 instead of 46.
The identification of the major offgas component is i-propanol (second

".'.; of the lower set of spectra),

:v: It _as finally determined that tim marginal tuning and calibration
: caused constant computer misreads of masses 40-46 in addition to

",_,, intermittenl, misreads such as sLown at H/Z 57-58 in Figure 3. Such

,"_ constant misreads are much less obvinus. The effect can be th,: comph.,t,,; ,idsidentificatio,, of an offgas component as is illustrated in Figure 4.

i _, Several of lhe other components of the FESTEST data set were initially

o.....,_"_I misidentifi,,d due to the marginal calibration procedure,
..,_..._

_! There are other effects of improper tuning of the quadrupole
"'' r,:lating to peal',shape. A poor peak shape can cause disk overflow due

'"_: to computer reading many extraneous fractional mass peaks which are
. .,:i:i art_ia¢.ls el tim condition of the mass filter. It is clear that careful

!_i attenti,m 1.o the tuning of the quadrupole and the ca[ibralion/fit
_I _ procedures 5s m:,ndatorv for reliable compound identification.

'/, I

;!,
'f

't _j,

!,

, !:
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,_ _L_ |t0 Column Cond'ltioninl;

/ '. I:iEurc, 5 shown the HAP (lispLav:, .,v_dch nl]ow th¢_ idontif'l.cation o!

%.-.'( the two major peaks £n the FESTEST data set as h_xamothylcyclotr_:_£loxan_,
" (M/Z 207, scan 900) and oetamethylcyclotc:trasiloxane (M/Z 281,207, :_eaw,

1600).

i ?,, ,

86/06/84 12811100 CN.,|I CO$1_P15 IMS 207 TO 28J

° "ii_ _s FU TESTCeLL

,,7 INTEN

;._ h

: _" m H _• -- 281
'.%j

o :L',,.

o_ /
s

_,:,,:.7 , k_ .... . • . ?

"_ °

° t,. _I[

i , , , b ,-
, _,.. ' l ' ' ' 1 ' ' ' ' I _" ' ' I

"? 16.4e 33t_ 5e_dO 66t40 YI_

Uig_ure 5. I_[C, H/Z 207, H/Z .'al

'_'::,., Chroma Iofirnms FESTI.:ST l)ata

:_0oo;,o_,.. The widtll tencl _IHp,' of th(,s(, chrtmmtol,rams i_ suggestive of colu_n_ 5
:._'}..._. |)h,odin_,. l'l_e i,i,mtification as cyelosiloxnnes is also indicatiw, of

o polysilicone mat,,rial d_.g, radation. I.:xamination of the stnred data fLI_..._ I,:om

' off,:as tosts revonlod that broad peaks din, lo these samv cyc]osil,_xanes w,,re

! o .'"".- J_l_,,_;_llt 11| oV_Jry c,'IS¢,,

,. ' ' xv/[-a
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; TTT. Direct rnlol ,gamplblg
I

H.q/I)" ¢eellniqllo;, lifted ;1 llul,b,,r of applications relov,lnl- 1-o Ih,,
." illll,ri,!i|b fl| _ISF(]. TIi f;wt it i:-; .qomfl|dhflt _urpri.sing |:hill. lll,l;_!i

,_;i)OetVOlilOtl'y pro._qntly plays such a small rolo here. 011o |}_TI i1'11];t1']%'

obviOtlS area i:.; ill tile characterization 0|" thermaLGPropertios slid
...._ ;' |)rocesm:s in tilt., forlnation of poly.lorie llh'lter_t'i]S. The PXl._It_rll ',

' l:inni_an 4000 mass spectrometer is e0ulpped with a direct inlet :,alupl,'

• , :, ,, introduction systo.ill I',/llicll can be useful for solid samples. ']'hi,_;

" ; capability has not been utikized at MSFC antl its* application alll¢)unts I,,

,, ':''o'-', anl extension of mass spectral, analysis hero
_ j'

°,._ " Since the direct inlet system had not been previously used) il was,J ,,

,. natural to expect that the vacuum chamber for introduction oF tlw _nmpl,,
' to the lligh vacuu_l source region miglit be contaminated. This provr.d t(,

_, '." be the case. It is important for future users to pump this cha],llJer for
.:'" several days in order to remove the contaminants that backstream from

'._; the rouffhing pump and that seriously contaminate all samples introduced
"'_. through tllis means. Once the direct inlet chamber is pumped cleon, it

,!_ . is important that the rough p_unp cycle time be kept to a minimum (less
.,_ than 30 seconcls, the time required for Lhe pressure to reach 0.01 torr).

:"* A second operational factor which had to be determined was tim:\

_' !:;" temperature-time characteristics of the direct inlet probe. This probe
,:_ c, I be resistively heated up to 350°C at variable rates, the fastest

,;e_ bexng at an initial rate of about lO0°C/minute. The direct inlet probe
:, is illthermal contact with the source region whicii is maintained at

, _ 300°C or above. Ties, oven without external heating, the sample heats
:" at a slow rate reaching a steady state temperature of 140--150_C in 3-4

"" hours. This conduc%ive heating-time relationship determines the lowest "
_" available sample temperature in the absence of an external coolant. _le

''f temperature rise can be approximately reproduced by equation (4).

kt

": (4) T(t) °C = T + (150-To)(-_-),_' i,_ . o
"L .

wl_ere T(. ) is tim temperature at ti,ne t, T is the initial tovnpt,rat,lro
° ,: (t=O), i¢Cis 0.06 lnin-- and t tv tllo time i_ minutes.

o
o

• :. A. Fpoxy Resin Curitq; A_.ent

,,_ One t:xa,nph, of an expande.ct use. or th¢. ,NS/I;S _acility_ using the

; :i'; dirc, rt7inl(,t ,'_ampl,,probe, wa:s an analy:;is of the :_,tlrinl;ar,ertt (TONOX
L o, 1,11/6()) of tht, resin u,'ed in th,, fabrication of the graphite fil;,mont
i,'-: Nound case of the solid rocket reel:or.(,)Ita]ilycontro._,of each o£ tile

i.2_' ':" l,roducts _oitql irate this compostt,, material case is one step that woul,1
, ho].p prcv(;nt a ('ost!y failure. Hass spectrometry has mat,y possible

_." _' '" apl,] ieations in such analyses.

_.!;: _:i 'rhp r¢'l,ortt,d content of l:tto cllrinf, el,text is a 60/40 mixture ,_f.

I '. ,_ " Xv I 1:-1 2
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_,,i 4,/4'-diaminodiphenylmethane ("methylcnedianiline") an& m-

i phenylenediamine ("m-phenylenedianiline"). Figure 8 shows the mass
_,,', spectral thermograms from a 50 microgram sample of this curing agent
j using the direct inlet device. The sample wa_ heated according to

:["; oquatiol, (4) for the first 9 minutes (to 70°),

u

-i

I

• *T .

; y.! •

\

I ii 1--- ,,,

ii_,___ _ atxc

'_ i • • ' ....... •
i,=_: _ ''''1 ";T""I '''_ ' '1'" I'"' "1%' '1; "1 ';"1""

Ill ak_8it_

i ".)_
,._._

"_ Figure 8. Direct Inlet Analysis of TONOX 60/40

r'' M-Phenylene Dianiline M/Z 108;

" Methylene Dianiline M/Z 198;
"_ Oxidation Product M/Z 303

J The spikes mark the beginning and end of resistive heating to 300°C. The

*" _I/Z 108 curve responds to the volatilization of the lighter (molecular

weight 108) component, m_-phenylenediamine or its isomers. The M/Z 198
curve respohds to the volatilization of the heavier (4-4'-diamino)

diphenylmetl,a_,e. Scans 1-50 are essentially phenylene diamines alone
:" _hile scans 120-150 correspond to diaminodiphenylmethanes essentially

free of the mor_ volatile main component. The library SEARCII showed

' acceptable identification of these substances.

*_I The N/Z 303 trace slows that higher molecular weight impurities are

"_ present which volatilize on heating after the main components have

oval)orated. The fragments ill the 300 ° spectra show intense 107 and 197[I

; .:; XVI I-]"_
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ions in addition to the 303 peaks, These spectra are suggestive of an
.._ oxidative dimenzation giving rise to the higher molecular weight

substances (like equation (5)),

(5) R-NH 2 + R'NH 2 + 1/2 02 .... ½ R-NH-N[t-R'(MW 304) + H20

A more complete determination of the contents of varying batches of TONOX
60/40 would be possible with a combination of GC and direct inIet
analyses.

_t B. PARALENE

PARALENEsis the trade name of a polymeric film marketed by T)n_on
Carbide Corp. It was chosen as a second example, which could

demonstrate extended application of the MS/DS facility, because it is of
mutual interest to MSFC and research at the University of Oregon. This

. product has been tested and qualified for uses such as coatings on
_: electronic boards by the Ceramics and Coatings group at MSFC. New

. precursors to this material, allowing generation of the critical

_q;i intermedla_e (p-xylylene) at lower temperatures, have been synthesized

_i at Oregon.

__ :. analysislO__-_ Figure 9 shoits the thermogravimetric of samples of such

_-'_ polymers The infrared spectra of these film samples were essentially

:. identical to the literature spectrum. Tile PAR] curve was from a polymer

_ P_'Z tc TEMPERAT_E (C)

Figure 9. Thermogravimctric Analysis of Paralenes in Air.

PARl-l'olymcr from 2,2-paracyclophanc pyrolysis (670°C).9
P427-Polymer from p-xylylcne-bis-manganese pentaearbonyl ,

PARALENE, data of reference II.

XVII-]4
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'; :_ample prepared by pyrolysis of 2p2-paraeycloDhane at 670 C. The low
tomporatt.',. _ wo.il'.ht loss between ]lO°C and 250°C for the PARI sample

•- (i-illuv;. t)) is h,eonsistent with literature data which is sll,3_m as the

dashed (:ur'vo lal..qled PARAI,ENE. This low t_.mperature loss suggests
about ! P_percenl of a volatile or extremely labiIe impurity.

t: *lz/' tO 1750 _IMR[O
? :,., _ 1_ 16123#+

:. 45

': Ld ; I'

_-g I|¢

PAR1

i i

!". t: 1e_%0•

,-. 4() _.

Figure 1(1. Dive(-t Inlet Nass Spectral Analysis of PAI_i.

' " Figure 1u shows tim result of NS]DS analysis of the PAR1 sample
using th_ direcl inlet system. The broad peak in the total ion current
(RIC, middle) curve occurred during conductive heating (equation (4)_
45 ° to 140 °, O to 24 minutes_ scans 1-720)° The sharp peak in the RIC
curve near scan 800 occured as the sample was resistively heated to

•" 270°C. The spectra at the top and bottom of Figure 10 are from scans
777-790 and 400-420 respectively. The two spectral averages are almost

._ the same and ca_:be ascribed to the low temperature weight loss

, component of the PAR1 curve of Figure 9. The prominence of the I0_ 208

'..:_ and 312 masses are indicative of cyclic dimers trimers and possibly

:*" XVI/-15
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'- tetramers which would vaporize '_n tile I00°-200°C temperature region and

lead to the observed weight loss.

? Referring again to Figure 9, the weight loss curve for the sample

i labelled P427, which was prepared from a bis-manganesepentacarbonyl at

300°C, is displaced to lower temperatures compared to the literature

' :; data on the PARALENE curve This suggests thermal degradation shouldi !
occur around 300°C. Figure ii shows two spectral averages from the P427

:;_,": material take. for a total ion current (RIC) peak at 70vC (top spectrum)

! !;- and at 350°C (bottom spectrum). The top spectrum indicates the sample
i contains some of the product of reduetive dimerization of the monomer to

:'! give 4,4'-dimethyl-l,2-diphenylethane (M/Z 210,105) as a volatile side
• O O

pr duct. The 350 C spectrum is consistent with the TGA behavi°rll
(Figure 9) of this sample since it can be assigned the reported

+ . +hormal degradation products of PARALENE at unusualy low terperatures.

:+'+.;. I'_SS'KoECtm.R'l 0.h+. l:',:,mes:,,) _-.'_ .'£: I_
++ ,-,+,,,,,:,,:,,,=. ,,4, P427 ",.,,,+,'.'.',',-, °;,"- ,:.',++.SlVI%£: P,i_Le.IE 140_2'SI is, ..
; +-c 145 T0 ir_ <AJI'_E0

_.'r I_

++_. T= 7o'c

.i
i++++, 5e.e,

t i I | }
C: _ $1 II1 211)

-- sP :g ' .+,m .n4, + .2p _ ;;,,', +,_.,... I ..,,.U.-.I,,..,. ,.'g., _ .. ......
i+r" ,,,,, "_"=....... ,_'"'"'"",+,, " "_, ' +'+,,,"' ' +,.% ' .
+..+

• I1141_4MIIs311N * 24=12 CN.I= CIl_ql314 It|Ct $lr_es.

• el211"I'0l, _I'I"I_- lMl T0 lgSl Xl.lle )
" "r" " 1='1+ T r """ '
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? _1 1 I
2
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'i" Both of the spectra of Figure 11 a_e very different from those of
Figure 10 whereas the infrared spectra of the materials were quite

.i,. similar. These very crude results suggest that the MS/DS -- direct

inlet system could be used to develop analyses of a variety of polymer
.. products and processes which are part of the economical production of

"' I_ spaceworthy systems.
t
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IV. Conclusions and Recommendations

_+ The main concern of MSFC with regard to the MS/bS facility is in

_" the identification of materials detected in the offgas procedure. The

_; present work reveals that this identification process can be seriously
$ in error if careful attention is not given to the performance

./ characteristics of the mass analyzer, The operator of the MS/DS system

_;., must be able to determine that the peak shapes and positions are

,_.. acceptably close to those expected in the ICOS calibration-fitting
v, algorithms. The operator must also make sure that the deviation

=_ statistics of these data system procedures are within acceptable limits.

'_)i" The computer system cannot overcome severe malfunctions in the mass
_:_ filter.
:,_,

'!!+; The present work demonstrates that the existing offgas procedure
is complicated by contamination from the chromatography system. Even

__, with such contamination, offgas substances which are not obviouslyvisible in the RIC trace can be located and identified although this is

=_ step (column at 175°C for I-2 hours immediately before analytical cycle)
_iz_+. be added to the GC/NS/DS method, Test runs indicate this modification

_)i_. should drastically reduce the extent of the contaminationl_rOblem.. A
_!I+) better solution might be to install one of the newer type capillary

_[ columns in place of the present packed column,

.i_:i Assuming good mass analyzer performance, good calibration and a
--_ noncontaminating chromatography system; the offgas component analysis

!'_';, could _e accomplished much more quickly aud reliably especially i[ the
+" I00 cm samples can be incorporated. The INCOS system has a number of

, noise rejection options and the ability to accept fairly extensive ..

.'_. command strings under a single procedure name. It is therefore possible :
_, to write a set of such procedures that would have the effect of
r ,,

automating the analysis so that the component identification is listed

:_ on the printer, almost coincident with the end of the acquisition. This
", will require expertise with the data system and manpower input.

'5, The direct inlet results presented here are admittedly quite

=% cursory but they do support the notion that a MS/DS facility couhl be
_..,, useful at MSFC in a much wider context than routine offgas component

identification. Even this single use o[ the MS/DS facility requires a

_ greater manpower resource than is presently budgeted for the operation
.'. of this fairly sophisticated instrument. It would seem reasonable to

"': recommend that a mass spectral analyrt be added and placed in charge el

" ' the facility which really requires daily attention by a person of such
"_ expertise. The offgas analysis could then become an efficient and

_..[ fairly automatic procedure, taking less machine time and less analyst

:., time than in the present system. The machine time and expertise,

,," required for wider applications of mass spectrometry, would thus appear

"" to be existent by the addition of the mass spectral analyst.
F_
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i, A tinal suggest'..onconcerns the hardware, The replacement of tile

.:'._ entire system with a modern version would be relativly economical at

}. NSFC because of presence of the PDP 11/45 computer system within the
....... same group. Replacement of the Finnigan 4000 mass analyzer with a

modern version from VG Analytic Co, is reasonable considering the age of

'" the Finnigan 4000, The VG software is written to run on DEC computer
b:

o _'. ; systems. The current VG data system is marketed with a PDP 11/24
!--?.:. ', preprocessor, Most of the peripheraIs for the VG data system are

- _)_ already available within the existing 11/45 system, They could thus be

;_:' deleted from the VG package reducing the cost, Upgrading the role of
:.: the MS/DS facility here would yield a quantum jump in the analytical and

.,_ computer power in this group.

':'):!
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:, ABSTRACT

The rapid increase in resistance of high purity semi-
"_- conducting germanium with decreasing temperature in the

_ superfluid helium range of temperatures makes this material
_ highly adaptable as a very sensitive thermometer. Also, a

_"i_'_ germanium thermometer exhibits a highly reproducible
:,:-._ resistance versus temperature characteristic curve upon

_'°_£_ cycling between liquid helium temperatures and room temper-
,:.:' ature. These two factors combine to make germanium thermo-
_'_ meters ideally suited for measuring temperatures in many

_..-_.: cryogenic studies-at superfluid helium temperatures. One
•-k disadvantage, however, is the relatively high cost of
_, calibrated germanium thermometers. In comparison, their

i_ cost is about .,_.i_Chundred dollars each, to about one
_ hundred dollars each for uncalibrated ones. In space helium
:_: cryogenic systems, many such thermometers are often required,

_i_. leading to a high cost for calibrated thermometers. This
_iJ project is concerned, therefore, with the construction of a
i'_ thermometer calibration cryostat and probe which will allow
-:_ for calibrating six germanium thermometers at one time, thus "
":'.i effecting substantial savings in the purchase of thermometers.

°,i,t
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...'_._. ,, INTRODUCTION

.._,_ In many space cryogenic systems where superfluid helium
" i_ is the cryogen, thermometers of high sensitivity a:e gener-
.,:_ ally required. The loss of sensitivity of ordinary metallic

..oT , resistance thermometers and thermocouples at extremely low
:_'- i temperatures thus makes these devices unsuited for therm_m-
o "" eters below a temperature of about 15 K. On the other hand,
%_': semiconducting germanium resistance thermometers and _ertair,

_ varieties of ordinary carbon resistors exhibit a rapid increa,_,,

. ._: in resistance wi_h decreasing temperature at liquid h_lium
..,: temperatures. Therefore, these types of thermometers findQ'

,_ use as sensitive secondary thermometers at or below the
i_ normal boiling point of liquid helium, or 4.2 K. Carbon

_'°°,i:" resistors suffer the disadvantage of unrepeatable resistance
.;_: versus temperature characteristic curves, and it is necessary'/

, ,_._ to calibrate a carbon resistor each time it is cycled between
o, room temperature (or the temperature of liquid nitrogen) and

° _.: the temperature of liquid helium (I). In contrast, ge_nani_un
0 ,,_'_z thermometers exhibit reproducible resistance-temperature
• '" characteristics, which means that one calibraticn suffices,
°" "_ and commercially produced and calibrated thermometers are
o__" available (2,3). The major drawback to purchasing a cali-
..:_i brated germanium the_nometer is its fairly high cost of about
_'_h six hundred dollars or so. Uncalibrated germaniam thermom-•_
" _'i- eters are also available, with a cost of about one hundred
""._• dollars each. With in-house calibration capabilities, it is
_ possible to realize a substantial savings on thermometer
°?_." purchases. This is compounded when several such thermometers
_"_':' are required, as is frequently the case in space science
./ applications.

• ',:2

...._ ' OBJECTIVE

•" The objective of the project being discussed in this
:"_ report is the construction of a cryostat and probe fol" the

"_P: purpose of simultaneously calibrating six germanium therm-
- ;, omet_rs with one transfer of liquid helium.

BACKGROUND DISCUSSIONo

_'_ _ Suitable semiconducting materials make excellent resist-
i_' ._nce thermometers at temperatures below which metallic ele-

'_' ments become insensitive to small changes in tempe_:ature.
'; The first semiconductors to be used as thermometers at low

'" temperatures were carbon-black or "aquadag" films in 1938
:_ by Giauque, Stoudt, and Clark (4). Later Clement and
_ Q'linneLl (5) found in 1950 that commercial radio resistors

• XVIII-I
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'_"I'". m¢_t ,nest of the requicom_nts of eryr_qeni_.' theKmometery.
floweret, a high degree of rnpFoducib_lity was lacking until

• i_ crystal_ 6f doped germ&alum and _Jilieon were investigated by

l.'riedberg _nd Est_rman in ]955 (6).

• _ lllustrations of the resistance versus temperature• /:i characteristics for a carbon ,'adi,J resi_tor and a go.rma,,ium
%

i_ thermometer ar_ shown in Figure I. The carbon resist_,r ha,_;a resistance of about 150 ohms at room temperature. 'l'he

:i c_libration data for this resistor is from research by the

"_ author in 1972 in connection with measuring the Kapitza
,; boundary resistance for a copper-liquid helium interface (I).

° .:_! The gea'manium curve is that of the calibrated resisto, being
/,._.y used in this project as a standard of calibration. All the

_ germanium resistors, both the uncalibrated ones and the

calibrated "standard" are by Lakeshore Cryotronics.

" The construction details of a typical germanium

.....,_' resistance thermometer are given in Figure II. The bridge

i.ii shape in this figure is cut from a single crystal of arsenic-
doped germanium and four gold wires are welded to it as

ii current and potential contacts. These wires are in turn
welded to four Phosphor-bronze leads. The germanium sensing

v/, element is carefully mounted to avoid strains and piezo-
°_'"::_, electric effects.

;_ Self heating becomes a problem with germanium thermom-

_.._ eters if too much measuring current is applied. Generally

_!._. the limits on current are; i00 microamps at or above 20 K,

i0 microamps above 4.2 K, and 1-2 microamps below 4 K, with

° :_ the power dissipation being limited to 0.1 microwatt atY :i,

:_ most (7). Also, because of the nature of semiconducting
materials, stray high-frequency fields may cause additional

:': self heating. And since semiconductors show a higher magneto-
'_' resistance than metals, care should be taken to minimize the

.- presence of stray magnetic fields. •

_ With respect to the representation of R(T) for germanium,

_". the usual approach is to computer-fit a polynomial of the
.- form

_ log R = _ An(log T) (])
n= 0 n

:; Or
'_ m-<. ,

i[ log T = _ An (leg R) n (2)
o.. n=0

'2,

i'_ with an appropriate range on m for a specified temperature

o _ range (7). If the temperature range is very wide, the data
...... may not be well represented by such an equation as given
_i
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above, and in this case the approach is to plot a correction
gr:_ph showing the deviation of this formula from the measured

t_: variation of resistance with temperature (8).

- EXPERIMENTAL APPARATUS

For this project the apparatus divides into three main
categories: (i) the electronics, (2) the probe, and (3) the
cryostat. A discussion of e_ch of these follows.

__ Electronics

Two pieces of electronic apparatus are essential for
cryogenic thermometer calibration, a helium bath temperature
controller and a bridge for determining resistances. The

_ latter of these can be either a direct reading bridge or a
conductance bridge. In this study a conductance bridge has
been chosen. Some specifics of the Glectronics are gzven

:: below.

For temperature control of the bath, an Artronix Model
! 5301 temperature controller is being used (9) In conjunction_7-
!_ with the Artronix, a resistive temperature probe and a heater
._ of suitable size are needed. This regulator has a temperature

range of i K to 320 K, with six ranges for sensors with
_ positive temperature coefficients (positive TC) and six

ranges for sensors with negative temperature coefficients
i_ (negative TC). The resistance of the positive TC sensors

can range from i to 120 ohms, while the range on sensors of
negative TC is from 4 to 15 kohms. The power dissipation in

i_ the sensors is limited to 10 -6 W in all ranges. Platinum
resistors are suggested as appropriate positive TC sensors,
and germanium resistors, carbon resistors, and thermistors
are all applicable as negative TC sensors. The power output _"
for the regulator is in three ranges, low (0-2 V), medium
(0-10 V), and high (0-50 V). The heater current is d. c.
with low ripple content with a maximum output of i00 watts,
short-circuit proof. The heater resistance can vary from
25 ohms and 25 kohms, depending on the average control power
needed (watts = 2500/R). Other specifications for the
Artronix cc1_troller are given in the instruction manual.

instead of measuring resistances, a SHE Model PCB
Potentiometric Conductance Bridge (10) for measuring conduct-
ances is being utilized for thermometer calibration. This
bridge is a four terminal a. c. bridge with digitn _ readout.
Its novel low noise circuitry permits accurate, ha_h resol-
ution measurements at sub-picowatt sensor power levels.
Measurement problems associated with thermal emfs and large
temperature dependent contact resistances are effectively
eliminated. These features, combined with a nominal accuracy
of 0.1% make the Model PCB ideally suited for low tempera_:ure

' XVIII-3
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measurements with resistance thermometers. Simply by takiJ,g
; _ho reciproc,,J, calibrated resistors can be converted into

oi calibrated c,,nductors. Since germanium resistance thermom-

eters have i]_creasing resistances as the temperature decreases,
the constant voltage excitation of the PCB has the desirable

property that the power dissipated in the sensor thus

decreases as the temperature decreases, .in contrast to constant

current excitation. Measuring conductance rather than

resistance h,,s an advantage, since the temperature resolution

is more uniform. Also temperature and conductance both

increase or both decrease. An optional BCD output s_vai]-

._ble with th,.,PC'B for data logging purposes and computer
control led applications.

In association with the electronics is a switch box

which allows for the connection of the Artronix regulator

bridge and the SHE conductance bridge with the appropriate

sensing and/or heating elements on the probe. In the switch

box a rotary wafer switch permits each of the six uncalibrated
resistors to be switched into the SHE bridge, with the cal-

ibratec _ resi:_tor being switched into the bridge after
resist¢rs 1,4, and 6 in a cyclic manner. This allows for _

quick _ultiple measurement of the calibrated resistor at each

point Jn temperature durin_ a calibration run.

The Probe

Central tu the calibration of thermometers in this

projec_ is tl_, probe, a diagram of which is given in Figur,'
Ill. When o_iented as in an actual calibration run, this

probe _'onsists of a vertical thin-walled stainless steel

tube el 7/16 inch diameter and a length of 55 inches. Along •

the length o[ this tube are placed seven appropriately spaced

_'adJatJon baffles. Through each of the six lower baffles two

holes are drilled and fitted with rubber grommets to allow

for protected passage cf thermometer and heater leads from

the toI_ connector board to the lower connector board, spaced

some 3,. inches apart, and also mounted on the probe tube.

i_ach oJ the connector boards consists of a set of pins

mounterl in breadboard fashion in identical rectangular arrays.

Figure IV gives the details of these boards, along with tht,
arrang_:ment of thermometer and heater connections. There

ave a total of 33 connecting wires between the top and bottom
board, four [or each thermometer, three for the Artronix

s_nsor, and two for the regulator heater. Each of these wires

i:_ aboltt 5 feet in length, and those for the thermometers and

ArtronLx sensor are each of Formvar-coated Manganin with a

resJst._ncc o[ about 75 ohms. The regulator heater connecting

wires are of #36 nylon coated copper wire. Also mounted o_i
% the probe arL, two liquid level indicators with appropriate

-! wiring to thu outside.

i
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Approximately 1 inch above the bottom of the probe tube
. a circular copper plate 1/8 inch in thickness and 3 inches

in diameter is mounted. A series of holes in this plate
serves to mount the thermometers.

At the bottom of the probe tube the bath regulator

heater is mounted. This heater consists of approximately
2.3 feet of 0.002-inch diameter Evanohm wire, for a total
resistance of about 420 ohms. Since the heater wire is not

insulated, the heater is wound on a spec_ally designed coil

,• form for the purpose of isolating the individual turns of

the resulting coil. The coil form consists of a Nalgene
laboratory bottle cap of approximately 2% inches in diameter.

On the periphery of this cap there are twelve protrusions

originally meant to be used as finger grips for tightening

and loosening the cap. Through each of these grips and

tangent to the cap itself, six holes approximately 0.01 inch

- in diameter are drilled, the spacing of the holes being

approximately 0.05 inch. The heater wire is threaded through
_ each bottom ho:le, thus forming a turn. The direction of

I-_ the threading %s then reversed at the last bottom hole, with
_ the next set of holes accommodating the next turn, and so on,

until the heater is complete. In this way any stray magnetic

" field the heater might introduce is hoped to be negligible,

since the magnetic fields of the individual windings cancel
in pairs.

The heater coil is mounted to the bottom of the probe

by a special adapter so designed to take advantage of the

;.- screw threads inside the Nalgene bottle cap for securing
the heater to the probe. This adapler is made from phenolic

composition board, and it includes a mount for the Artronix

sensor just above the heater.

The Cryostat

A Kadel Engineering helium dewar, Model # 506, is the

heart of the cryostat (ii). The helium space of this dewar

is a cylindrical aluminum alloy can with a volume of 25 liters.

The helium is protected by a guard vacuum in conjunction with

multilayered insulation. Connected to the helium can and

isolating it from the top of the dewar is a thin-walled

cylindrical insulating neck. The guard vacuum of this dewar

has been pumped down to about 5 x 10 -6 torr, after which the

helium space was filled with liquid nitrogen to test the dewar

capability for holding cryogenic liquids. So far the dewar

is performing satisfactorily at nitrogen temperatures.

In association with the helium dewar is a pumping line,

which is being readied at this time. Figure V gives the

details of this line. A high-volume Welch DuoSeal vacu_,l

XVf [I-5
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pump, Model # 1395 (12) is to provide the pumping necessary

for lowering the temperature of the helium when desired.

The pumping line is from 2-inch inside diameter stainless
+ steel pipe in which are appropriate valves for regulating the

pumping speed. Also in the line is a 24-inch section of
vacuum bellows tube for surpressing the effect of pump

vibrations on the calibration process.

The dewar is covered by a flange that is fitted with a

modified "tee" joint concentric to the flange. This joint i
has an inside adapter for supporting the probe. Also, oil

top of the flange is a blank-off plate which can be removed

during the transfer of liquid helium, thus allowing for the

escape of the vapors. A 37-pin Deutsch Connector (13), which

is mounted in the top flange, serves as the vacuum feed-

through for connecting the various components of the probe
to the electronics. The details of the pin arrangement for

-z- the vacuum feedthrough are given in Table I.

CALIBRATION SCENAR2 n

,.! To achieve the goal of thermometer calibration, the.

L. following scenario is essentially what must be accompli_:_,ed.

First, the cryostat is readied to receive the helium

after which a helium transfer of approximately 25 liters takus

_ [_lace. _incu the calibration range of temperatur_,s lies
Ic_twon+,_ 2. ]7 K and 1.5 K or lower, starting with helium at

4+2 K, pumping about 1/3 of the liquid away accomplishes the
_ lambda transition, 2.17 K. After attaining this temperature,

the pumping speed is set by adjusting the valves in the

t_m_ping lint: until the approximate temperature of a calibra-
_n _o_rlt is reached, at which time the Artronix regulator

_: ,ps the tempeL'ature at the desired value. Data on the
resistances of the uncalibrated thermometers are taken, along

with an appropriate number of values of the resistance of the
calibrated "standard thermometer". Using an average

_-,>sistance of the standard, the point in temperature is

;,r<_,cise]y determined from a calibration curve. This value

_Jf tempeL-ature, along with the value of resistance for an
u_Icalibrdted thermometer constitutes a calibration datum point.

+'_-,ma set o[ such polnts, a calibration curve for the unknown
_:. _letermined _rom either Eq. (i) or Eq. (2).

CONCLUSIONS AND RECOMMENDATIONS

In c_,nclus[on, a cryostat and a probe for germanium

tlt,.l-momt.t_:_-cdtibration are essentially complete at thi_

_ [me. The p_+obe and dewar flange were constructed earlier

this year by Mr. Dale Armstrong of tile Infrared Astronomy

: Group, and the switchbox was previosuly wired by Mr. Charles
:3is_:, also o[ the Infrared Astronomy Group. The remainder

; ,_[ tl_,,,,ppardtu.'_ construction was accomplished this summer
}:
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as a Summer Faculty Fellowship Project. Included are the
wiring of the probe, the wiring of the Deutsch connector
feedthrough, the design and construction of the Artronix

::_ heater coil form and the subsequent wiring of this coil, the
design and construction of an adapter for mounting the heater
coil on the probe, the installation of the Artronix sensor
and the thermometers, and the layout of the pumping lines of
the cryostat. Yet to be accomplished are the completion of
the plumbing followed by a leak check of the system, the

. checkout of the probe at cryogenic temperatures, and finally,

. calibration runs.
i-

! As a matter of record, two construction points should
be listed for future reference. These are:

i. Care must be taken when using G.E. 7031 varnish on
Formvar-coated wires, since the solvent in this
varnish dissolves the Formvar coating.

_ 2. Because of the design of the Deutsch Connector,
!_ for the pins to line up between the top and bottom
!_ sockets, the top connector socket is based on a
E_._ silicone rubber insert, while the bottom socket
_ .......... must have a Teflon insert, with all of the above

components being peculiar tc Deutsch Connectors.

And finally a c_mment on these past two summers as a
NASA Summer Faculty Fellow: It is difficult to estimate the
value of the re-thinking of old ideas and the additional
experience gained. To be sure, the opportunity provided by

_,_ the Summer Faculty Fellowship Program has given new direction
i__ to the professional career of this participant.

m
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-,. TABLE I. FEEDTHROUGH CONNECTOR PIN TABLE

7/

,: ELECTRONICS
INSTRUMENT COMPONENT ON PROBE FEEDTHROUGH PIN # 's I

a

'-,. SHE BRIDGE TCA L 1, 2, 3, 4

_ * " " T 1 5, 6, 7, 8

'_i*, " " T2 9, I0, 11, 12

_-:'" " " T 3 13, 14, 15, 16

_,:_-:_:! " " T4 17, 18, 19, 20

_'_,._ " " T 5 21, 22, 23, 24

!_l?_i_! " " T 6 25, 26, 37, 28

_[i ARTRON IX REGULATOR HEATER 29,30

_,_ " " SENSOR 31, 32, 33

_ii SHE BRIDGE LEVEL INDICATOR 1 34, 35

_ V f! H

_{ LEVEL INDICATOR 2 36, 37

°:

_*,__ NOTE: WITH REFERENCE TO THE SHE BRIDGE:
---4 •

_ii CONNECTORS i, 5, 9, 13, 17, 21, AND 25 AR_ I+

: _' CONNECTORS 2, 6, i0, 14, 18, 22, AND 26 ARE I-
, L

--'-!! CONNECTORS 3, 7, ii, 15, 19, 23, AND 27 ARE V+

T_i CONNECTORS 4, 8, 12, 16, 20, 24, AND 28 ARE V-

_} XVIII-9
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Evaluatin_ Expert Systems - ABSTRACT

_. A. McAnulty, NASA/ASEE Fellow
NASA CoILtact s A. E. Anderson

Marshall Space Flight Center

The only successful applied area of artlflclal Intelli-
gence is that of expert systems, programs which collect and
arrange information about the solutlon of difficult problems
in a well- defined and well-clrcumscribed area, and are then
capable of mimicking expert behavior in finding solutions to
new problems. Several expert systems are now routinely out-
performing experts in many areas, including CADUCEUS in
internal medicine dla_nosls, PROSPECTOR in geology, XCON in
computer configuration, to name only a few. NASA intends to
investigate the'appllcatlon of this technology to management
_nd control situations in a space station environment,
_pecifically for power,heat, communications, and attitude
control, areas where much of the time human management is
laborious, repetitive, and eventually error- prone.

A simple system may be con_-rolled by a closed anO pre-
cise algorithm. As the number of systems proliferates, and
the zlumber of possible conditions grows, a large layer of
discrete control grows on top of the classical controllers.
This is the germ of an expert system- a large collection of
situational information and desired actions. To move from an
existing situation to a desired situation is, at this
discrete lev_l, a graph traversal basea upon a production
_y_tem. The use of a human expert to add rules to the system
provides heuristics, or graph-traversal shortcuts which
enable a less-than exhaustive traversal. "

The objective of this engagement is to identify the
current and 9rojec_eo capabilities of the technology within
the NASA framework, both in terms of expected performance
and necessary technologlcal support.
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_reliminary studies concerning auto_,ation of vurious
space station _unctions, specifically _o_;er system i;lanage-
ment, communications, thermal and attitude control, have
recommended the further study of expert syst_is as controll-
ers. [1,2,3] This paper presents the resul_s of a nine-week
study of various aspects of e::_er_ systems, their
antecedents, their possible application and im_le_entation,
and current and projected capabilities. As such, this is in
no sense an original research document, rag:her a local con-
solidation of selected published an_ verbaxizes information.

There are very few cited references, as most of the
assertions are in fact highly general anu part of the folk-
lore, and can be found (often along with counterassertions,
such is the field) in several places in the recommenueu
references (Appendix I).

_, ilotivation

A classical controller senses the current state ot a
variable, co[_pares it with a desired state, anu directs the
transition of the variable towarus the uesir_d state. In a

single variable system the _esired stato may be a single
value or one or more ranges of desirable values. _or a sys-
tem of many variables, however, the ove:_all controller i_
not simply a collection of univariate controllers. First, "
the desired state specifications can not Ue expresses in a
univariate fashion, but must be an ensemble. Second, _o
effect a change in one variable will affec.: sther variaiJlus,
driving them perhaps away from safe states, aecause they are
coupled. For some syst_ns the coupling may take a con-
venient functional form (convenience generally has to uo
with unimodality). However, even where the couplin% equa-
tions can be specifies, maintenance anG mouification are
difficult and present a significant cost factor in the
controller's life cycle.

[lore generally, control becomes a problal_ o_ situation
recognition and the application o_ control strategies. This
has been met by placing a human in the control loop, using
technology to zompletely but concisely il,£_rm the human of
current states and trenus. The informing technology range_
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from meters and gra_)hlcal displays to management information
systems and decision support systems, The human operator
ai)plies

o primary knowledge such as physical laws,

o knowledge, generally incomplete, of gross interactions
in the system anu how it works, ana

o knowledge of what has worked in the past.

Fully automated controllers use only the first kind of
knowledge, the "physics" of the system. Accumulation of the
other kinds requires simulation and testing, the results of
which are not easily codified. System performance can, in
principle, be predicted from natural law, but the specifica-

/ tion of desired behavior and prediction of future uehavior
: are more directly done by sampling the state space. The
_ accumulation of the uifferent kinds of knowledge, which do
%',

._. interact to a consiSerable degree, constitutes expertise.
<

An added layer of complexity is the changing of cir-
cumstances, somewhat equivalent to adding more variables to
the state space, again a job left to the human component.
_:hen resources are necessarily limited in weight, volume,
c_nd robustness, as in space operations, the attention of the
human controller must necessarily be engaged more often.

Such knowledge an_, management, while well beyon_ total
automation, is generally routine ana tedious, and can
represent a considerable and stultifying drain on a mission
specialist. Currently, the only viable alternative is to ._
exercise this control trom the grounu via telemetry. This is
unsatisfactory as a long term solution because of the lim-
ited bandwidth of the channel and the delay of as much as
two second.._ for somu orbits. Longer range, more unmanned

: and "undermanned" exercises will be essayed, and a higher
form of autor_ation will be required.

Expert systems have been proposed as a possible hlechan-
ism for exercising high level decision ana control interpre-
tations ancl strategies. A general overview of expert system
[,erformance and technology will be presented, to be £ollowea
by a discussion of its adaptation to space station situa-
tions.
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:;h.;ciL.pert Systems Do

T..: ,:i_l_ _i :no_:ledge gained from simulation, ex_eri-
mentation, and experience go into people's memories or into
books and machine memory for later use by people. '£ne
knowledge takes many forms, from tile principled to the anec-
dotal, the latter kind often as useful as the former.

Expert systems accumulate such knowleclge and apply it to new
situations, often wi::h remarkable accuracy, occasionally
with howling naivete. Although, as shall be describeo, the
technology involved in informing ana querying an expert sys-
tem is quite laborious, expert systems have perforlaed very
uell in many situations.

The most spectacular results have occurred in medical
diagnosis and treatment recommendation, and are ueing
extended to similar problems in other complex systems, pri-
marily computers. Oversimplified, these systems make an
accurate assessment of the current state of thin_s, deter-
mine the cause of the malfunction (if any), and indicate
corrective action. The criterion function is unimpressive -
either a system is working correctly (desired state) or it
is not. Determination of the current state, however, is
impressive. A problem is presented in simple and economic
terms, al%d the expert system determines what other things
need to be known and [_rompts for them. The user is not bur-
dened wit|: entry of useless data, the system worlis through
an inferential chain, prompting for antecedent conditions
that it requires in order to proceed.

Because the diagnosis is reached via a chain of entail-

ments, the expert system can explain, albeit primitively,
the reasoning it used to arrive at a conclusion. This capa-
bility should be contrasted with that available from a
purely t;tatistical decision theoretic approach, where the
basis of inference is covariance. The entailments tllat
expert systems use, their rules, are generally stateci in
english words, hlgh-level terms that, _or the system, do not
carry meaning but are rather symbols, out which enable a
somewhat readable trace of the process to be generateu. Wi,u
terms are those used by ti_e experts _lho_;e thinl;in5 llas been
translate_ into ruleu, anG enable the correction o_
incorrect or poorly stateu rules.

,_alongthe _.ost well-kno_n of working expert systems are
[]YCIL4, _lhich diagnoses blood infections, and II4TEI_I_IST_i,ic|,
(llagnose_ a vari('ty o!: iILternal hledicif,e situation,; ,_n(.,rug-
ularly ,J_llt,orfnrm_; the New 1.:n_].and Journal of tie,_icinc ca:3e
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o£ the week. [4] Another highly uuccess_ul system, P_OSPEC-
TOR, can infer the presence or absence o£ certain geologic
features (llke oil or gold) given incomplete information
about a site. A more methodologically primitive system,
DBHDRAL, determines important aspects of chemical structure
from mass spectrometry and nuclear magnetic resonance pro-

, files, and can be fairly said to have changed forever the
way certain kinds of chemistry are done.

There are at present a few hundre_ working expert sys- ii

I

tems at most, but the number is probably aoubling every year

or so. If certain aspects o_ an expert system's performance !
are temporarily ignored, primarily its speed and ease of ',
use, then most of the current and future systems will per-

form as well or better than a recognized expert most of the
time. In one major sense, then, it is already possible to
accumulate and use highly specific and expensive khowledge
and apply it using a computer.

Guiseu, Sin_ilarities

_xpert _zstems grew out of research in artificial
intelligence, a provenance which stiglaatizes them to more
traditional practitioners. On the basis of both promise and

•" perfor_ance the stigma is unwarranted. Expert systems _re
more accurately and constructively vieweo as extensions of
both data base systems and software engineering. They serve
similar objectives and use many of the same tools, as well

- as contributing to the general tool-kit. Further, they a_e
neither artificial nor very intelligent except in a pre-
recorded sense.

Among the concerns shared with uata base systems are
the storage and retrieval of information, the organization
of hnowledge as hlerachical and recursive structures, and
0attern matching (any data base guery is a pattern matching
problem). Fxpert systems are able to conveniently represent
things that more traditional data bases cannot, because
expert systeL_s use a looser, freer oata style. Even so,
constraints are easier to enforce An expert systems than in
data base systems, and can be more rigorously speclfieu.
Further, data base systems _re passive, in that every
retrieval must be asken for explicitly, where expert systems
( like information retrieval systems) are active and once
started will generate and follow search paths. Thus, the
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new systems represent at the least a new mouallty for
interacting with traditional data bases.

Loading an expert system with expertise is a form of
programming. The knowledge might be regarded au the data

• for a table driven program (this will be explicated in the
, next section), and this organization is much easier to

manage than if the system were implemented in a traditional
procedure orlente_ language. While standard programming
problems, such as faulty logic and organization, are still
nontrlvial their detection and diagnosis is more direct.
Expert systems appear to offer a more direct approach to the
implementation of complex systems than has been heretofore
available, and for this reason alone are of great importance
to software engineering.

_V

._ How They Do It

This section is a simple introUuctlon to the basic
operation of expert systems. Most are based on a collection
of rules, or entailments, and a program that moves £rom one
rule to the next, which is somewhat complicated by the fact
that there is generally more than one next rule. A rule is

,_. of the form

IF connitions-1 THEN ASSERT conoitions-2

To apply a rule, the program determines that conuitions-l,
which is one or more simple oondltions, are all on the list
of currently active conditions. If all are, then each of
conditlon;3-2 i_; :;I;' _c_ed, recalling that _ome of the new
conditions may negate certain entries in the active list, as
some rule may forbid their cooccurrence. Thus, the list of
active conditions is changed and some new rules become
applicable and others become inapplicable. FinUing these
rules in the rule base is a matching problem that occupies
much of the p¢ogram's time. The inferential chaining pro-
cess halts when certain asserted condlttons are recognized
as 'goal' conditions. Typical systems contain on tho order
of 500-1500 separate rules.

This represents a fairly stralght_orward 9raph-
traversal problem. The so-called 'weak methods' of artifi-
cial intelligence are aimed at reducing the number o_
unnecessary paths to be traversed. For example, a medical
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uiagnosis system that is trying to figure out L,uln,onary
" symptoms needn't spend much time in its skin disease rule3.
': Peduction of the number of paths is effected by a number of

scans, including numerical estimates of success ana more
general techniques known as heuristics. A rule base
attempts to capture these methods, essentially by including

• 'rules about rules', much as it is supposed experts do, in
order to avoid an exhaustive traversal of irrelevant rules.

Pules may also take short cuts and make huge reasoning
leaps, avoiding a precise analytic step-by-step reasoning
_,rocess. This tends to compact the ru_-base anu shorten
execution time.

The foregoing description is simplified, anc_ generic in
the sense that it fully describes no particular system, but
it does illustrate some central points.

_;. o First, the executable software, often termed a proOuc-
,-;.. tion system or 'inference engine', is generally a
'--- straighforward off-the-shelf black box item. While
i__. there are several different systems in use anu many
= improvements will be made, the L)erformance of an expert

system uses not critically depen_ upon the particular
•. [.reduction system used.

c, Seconu, because _erformance is entirely depenuent upon
rules, i h is possible to have inconsistent rules and
infinite loo_s if the rule base is poorly constructed.
Also, is i_ possible to r,_akerules which are experien-

__ tially stupid.

There are two major research areas in expert systemics.
The first is develop_ent of a methodology for 0eveloping
rule bases, and has a nuTaber of co_ponents, including inter-
face studies and the structuring of i_nowledge, which may be
subsumed under the term knowledge engineering. The second
area concerns syster:.s that 'think', or ruminate, discovering
their own inconsistencies and inferring missing rule'._. Only
the first will be discussed, because the higher order cogni-
tive processes that mimic thought are generally conspicu-
ously absent from current expert system work.

l[nowl_dge Engineering - /-', Generalist's View

There are two main issue.'_to i_e adures_eU. The first is

l;nowledge re[Jresentation, or how _xperience shoulu be
represented. The seconcl Is interfacing, o_ how to translate
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._ what we 'know' into that representation.
:i
i. Representation in the narrow sense means what sort of

_ data st_Jctures are required to adequately repreuent infor-
mation. From a user's point of view this is moot, ulnce rule
structures are already so widely accepted and useO. It is

: of some interest that an alternative approach is highly re_-

.i_ iniscent of traditional data bases, where entities are ca_t
as 'frames', within which are llnks to other frames in the
data base. Prame representation 'reasons' by traveling
linkages, not altogether different from followin_ rule

'. chains. In either case, the representation will _rove ade-
quate or it won't and wall thus be modified.

Accepting some structure, such as rules, is a minor
_, problem compared to what ruJes to use, and this is the more

fundamental challenge in knowledge representation. This
_ challenge involves the difference, if any, between trivial

and fundamental knowledge, the differences among objects,

concepts, entities, and the llke, and similar such ques-
tions. Related questions include treatment of generaliza-
tion and specification, a problem for data base theorists as

w.zl.
-_., While the fundamental issue of long range interest is

the structure of thought and is considered by some to De
_ ultimately intractable, expert system technology takes a
--_ short cut. That is, anything that an expert says is prob-

ably worth remembering. Further, the order and manner in
which an expert utters the idea is also important. The terms

_. that an expert uses, as noted in an earlier section, are
_ merely symbols in the rule base, place-markers that connect

one rule to another. Their slgnificance is whatever the "
expert assigns to them and, most important, their relation-
ship to other terms as expressed in the rule base.

"_ While a number of theoretical questions are thus
bypassed in the interest of empirical adequacy (and the sys-

_! tems are, on this score, quite adequate), the problem of
actually committing an expert's knowledge to a rule base is

: still substantial. In practically all c_ses, the informant
(expert) talks with a go-between, a knowledge engineer, who
knows the syntax and domain-independent semantics of the
particular rule formalism being used, In the course of
translating, the go-between will necessarily revise certain
assumptions. For instance, a te_m which appeared to mean one

• thing turns out to mean several different things, or a par-

.._ tlcul_r idiom turns out to mean one thing to the expert and
•_ another to the go-between. Further, an expert's expressive
/; competence will often prove to be lacking. What is uttered

:i
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_,_ as a chain of reasoning may turn o.t, u_on testing of a rule
_.: base, _o be quite inadequate for several reasons, iraplicit
'.:. assumptions about the domain generally predominating,

: Setting up a rule base is just a form 0£ programming,
_-.. and is liable to all the ills that other kinds of program-

ming display. Specifications that look airtight up _ront

.:. turn out to be loaded _ith imprecision, trivial variables
,-' exert non-trivial effects, and the task of understar, ding is
:, invariably _obering. It is fairly common that to create an

: expert system - essentially to set up the data base - is a
:. highly protracted process, measured in months and generally
.,, more tl,an twelve of those. Hany of the reasons for this are

_..:. the same ones that make a traditional systems analysis and
implementation take similar amounts of time. That is, if

• ' _he situation is con1_>lex (and most systems are) then the
-" implementer x:.ustlearn it in order to re-create it. This is

usually a cyclic process, if prototyping {the use of trial,
:i.,_ simplified systems within the environment) is employed. That
_<!_._ is, a crude iu_>le_,en_ation is testea, improved, retested,

_; and so on. ,_rranging tne necessary rematches betw_un tl,e
_t expert and the go-bet_;een is a necessarily human an_ traoi-
_.-_:'_ tional function that no amount of computational po_;er can
_'[_" shorten in the sligt_test.

_'!! It a_,pe.-:rsthat, for two major reasons, the £unction of
12" knowle(Jge engineer will be distinguished. First, the amount
i_ of attention already given to expert systems in the trade
i_J ?.ress suggests that a marketing niche has already been usta-

_lished and will be difficult to redefine. Second, anu more
funuamental, the style of programm._ng employed goes well

.-_, beyon_ the procedural paradigm embodied in the standard
:"- languages (Fortran, Cobol, anO all their relations) There
:,_i are at least three other paradigms recognized in addition to
.... procedure-oriented programming, which are object-oriented,

access-oriented, and rule-oriented. Persons who can aue-
- quatell., function in any of these are still in incredibly
._ short supply, cmd working with rule-bases absolutely
: _:. require_ the_e extende_ skills.

I_ we accept the .lebaser_ent of t_e term 'khowleuge
engineer' to thi_ progrmmaing interface function, it ,_puars

- t_at these people will ,_e to the late eighties what ?rogram-,
r:_ers were to the late sixties. 'Chat is, short on _ethodol-
ogy, short on supply, and long on mystification. That this

: function will be ov,:rpriced goe,_ without _aying. Other
..'. [.arallels pr,_dict a bleak short t_rm future, llost Uoou pro-
' grammers will admit that there are very few 'good' _,rogram-'T"

,'.'_ t_:ers,uost o. the practitioners are unlnspir_d hacks, _,nd
_:'_'i this is not gcnerall? a function of vanity as [_,uchas

• (_
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_ frustration. Unfortunately, predicting exc,.ller_ce i-. a_
i: difficult in this field as any other except l.ayb. baseDall,
t

"" so that those organizations in search u_ a s_ rviue are at

: the mere' of titles and job descril;tions. There iun'u
, [oolproot: certification process for doc_or_, ].:rugr,lmmeru, or

": systel_Is ;:.nal)stu yet, and there won't be for the. next <_en-
eration of similar types eit|_er.

_,n _,Iternate to the gloomy scenario auow: ca,. be _u 9-
_ :.: gested. _,.sdiscussed in a previous section, e.,:_Jurt_y:_£e,zs
m require a new style of [,rogrm,lmin<_anc_ are of cun_ider,_ble

research interest for that reason alonu. :-_,_on9 the

i.- interesting possibilities is that a new _tyle oJ: _rosra_u_Lin_
may turl_ out to be more accessible to a wide|" rai,ge of _,_o-

i"-_ ple than current styles. :.lany non-technical [_eoL)lo ar_
i _'_" becoming quite proficient with software packages for per-
_. sonal computers, in large part because the packages are
'7," 'problem oriented' and use terms and data _tructure_
::" specific to the application area. A_ iu:,ortant, the per-
o_-.. sonal computer environment forces people uo u,, their u:;n

_ thinking, there is no staff available to push [_ro_leus sown
to. " It is conceivable that new terms of interaction al_d

-_:. programming] formalism _ay bring the system uesign closeL- uo
_'- the end './seeand downplay the go-bet_._een function.
A

:,'_ The function of go-between and its attenuant ui££icul-
-_._ ties is as old as contract programming, and is not radically
=.:": different in kin(_ or degree for expert systeu ,.,eneration.
:._ :inch current research in applied comi_uter science is _ocuseu
_. upon more facile user interfaces, anu some effort has bee_
,:' made in the expert system field as well. :;yste::s such as

.,.
_, KAS (Knowledge Acquz_ztion System), P.OSIE, an__. IIZAI_SnY,
_ among others, address various overhead tasks suc_ as re_or-
-_ matting (when applicable), consistency checkil_g, a_,u syl_tac-
' tic enforcement. Additionally, they augment the _.._planatiun j

'-:" facility which displays the actual reasoning used by u sys-
tem under development, which, like a k,rogram hrac_, enaole_

._ the implementer to correct imperfect reasoning. B_usc

,: expert systems have excited so many different univer._iuy and i
_. commercial groups, an_ so many different a_-,proaches are ,

being tried, the expectation of some highly co:_£_etent i_ter- J
faces is not unreasonable.

|-,,

It should be remembered, however, that even in the 9odd
._ old days when mathematicians and physicist_ dic_ their own
__'- programming (and they are still among the be;_t _,rograhm_ers
i in terms of productivity) they didn't get it right tile £irst

time. Even for the relatively simple systems they addressees
i .... mistake:_ :,re possible not only ill transcription but in basic
i logic as _._(:Ii. Likewise, the transmission of exL-,ertise

L_
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+ ,;h,+uid not be expected to be a simple execcise. Expmztime,
J°++ almomt by definition, is that which cannot be expressed con-

' cisely or portably, and the knowledge acquisition pzocess,
: whether by machine or human, will remain a significant and
"" sobering task.

Technological Requi resents

L

++: Expert systems are generally slower than expert people
in coming up with an answer, ano can tie up respectably

,+, sized computers in knots while reaching their conclusions.
There are three main aspects nf expert systems and artifi-
cial intelligence programs in general which cause this.

;:_ First, a great deal of pattern matching is necessary, for

i_'_ which traditional machine architectures are ill-suited.+_ Second, this sort o_ i_rogramming is inherently multiprocess

i.i_ oriented, anu most available operating systems and machine
_+_, architectures are graceless in this regard. Third, the
_ basic data structures of symbolic programming are not the
_+_: fixed length operanus that standard machines handle well.

, _ Pattern matching can be achieved by cleverer program-

__>_ ming or by hardware associative memory, Or a creative syn-
![%. thesis of both. The oojective is to look at structures

+"+_" which are likely to ma_ch, and not waste time on those which
::i_ will not. This objective is shared with data-base research
: and there is no prospect of exhausting the possibilities any

;' time soon. Associative (content addressable) memories are
: _" routinely used in virtual memory systems, but are neces-
_+_ sarily limited in size and function because they are

+i inherently expensive. There is not likely to be an easing of
: . the pattern match problem by a pure haroware approach. Pure
: soft_are and hybrid schemes will continue to be developed
'_ and perform well in limited contexts, but a general purpose
'; and broad- based approach is highly unlikely.
+i

- : The multiprocess nature of this sort of prog_umlming
'+ _ arises because each current hypothesis in a _easonin9 struc-

ture generates more than one new hypothesis. Zach new
?: hypothesis requires the same basic program to work on
+ slightly different, although largely shared, 0ata. The
_ number of processes spawned at each new step is generally an
"" exponential function o_ the number of steps, although in the
"_.. fortunate cases heuristics and the recognition of blind

,; alleys lead eventually to a manageable number of

?_ i XIX-13
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conclusions. A re_monsive _,lulti-pzoces_or az:chitec_uz:e will
.... improve the performanc_ of expert systems greatly, but since
i overall utilization statistics will be even poorer ti_aJ_

those for pipeline and aL'zay machines [5] this will i_ut ue _
_?i cost-ef£,_ctive solution in the Dear future. Peature_ uo

appear. The extended subroutine call-_:eturn instructions in
:'_ the VAX architecture enable the :;tacking o£ activatzon

records (local data _or a subroutine invocation) in l_uch
•' fewer instruction cycles than the at)re tzauitional linkage
• conventions of, for example, the IBII ::70 architecture, but
": even these advances do not generalize sufficiently to

greatly ease the _ultiprocessing burd,,n. Basically, even if
:_ the routine overhead is reduced, theE,: remains tk_e consiu(:r-

... able buroen of problem specific processing.

..... Finally, most non-numeric machines have been ail_,eu at
.,.,: the com_,ercial data processing market where computational

speed has never been a critical issue. The non-numeric data

! o_[ types required by expert systems are currently simulate_
_ ; clumsily, although there ace attempts to incori_o_ate ,_uch
i ....

, _ types directly into high-speed architectures. The various
-_i lisp machines aim at more efficient treatment of li_t struc-
._,. tuzes, and enhance pointer-based operations. As with pat-

-i_ teen matching and parallel processing, the development cycle :,
:_ is in a steady but slow phase, and there are unlikely to be
.-_ any quick fixes.

i-_P While the foregoing is not optimistic, there are some
! _'._ leavening factors. _lost programming £or expert systems, an_

.:_>..'. artificial intelligence in general, is still _irst-
generation prototyping to determine If a methou will work at

_ i all. As expert systems enter the comr_ercial sector anu must
i:,i[, compete with one another, the re-englneerin9 of so£tware
:_ terhniqu,:s alone can be expected to bring about performance
_ improvements of almost an order of magnitude. As re-
,: engineering makes critical steps more apparent, relatively

,' modest hardware improvements can capitalize upon that criti- i
:: cality to great effect.

i . I

i I
,: Why They Work }

- There are three major components in the current and
: projected success of expert systems. The first, unuoubtedly
" the most important, is that zeal knowleage is in fact store_

in retrievable form. The second is that the terms uses to
•: build anc_ query the P.nowledge base are at a sufficie_tly

high an_i precise level that discourse with the systeu is an

: XIX-14
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!_ order off fic_lqllituOe me.re conveliient tl|af_ ,.he usual l_u{_ eLp,

'_ ._,o_tw_IrO L_y,'Jt_l_,_. Fil_,qlly, o_P-r,t :3ysi:£,ills _d_l_,t illIpfOci_iOlJ

and ineompl,_tenesn with an c.ase unavailaDl_ in l,rucc?_lUl:e
'." or ic.'lited contexts.

:E %'h_:_mportance oI_ l;nowledge [,_ay De Lnoicato_ LLY the
.... |'ollot._in,-icitations: [61

," "... hul;_an expe rtn achieve out standing per _urmaoce':"
" , ")ecau_e they ;_re hno_ledgable. I_ computer 1.,rograms
" eh_body and use this knowledge, then, they too should'[

"_. attain high levels 0£ perfor_nance. 'fhis has [,roved tG
be true: re|,ea=edly in the short history of ezl.uct :_ys-
tem:._." (p. 4)

'_ *''±'he i,ower of an expert system derives _rob, the
= hnowle,_qe it puusesses, not from the particular forual-

', isms altd inference schehle_ _t employs." (p.6)

'_ _<n,)wleoge i:; _n expensive resource, and wh£1e it is renew-
able mdin_ainin.i i_ exacts a severe requirement in study al_u

'j. apprenticeship. }_e_etofore, existing computer systems have
'; been _/nequ_.l to the task of ,'_ving {mowledge.

_4. t.. secontl fdctor in expert system success has t_ dO %.;ith; _"

; "_ the narrow; uir_dedne&s of representative systems. They gen-|-?._
, •%

;=--_," orally deal _;it:_a highly restrictive domain of e:;_;urience,
i-_.;; and deal _;ith it in the expert's terms, or jargon, h;hile
!-" the syste_a.(: thus lack "common sense", they gain _ ¢jreat
!_:_ advantage, in that jargon tends to be very precise and unam-

biguous. It is, after all, u::;._-" _ or,hand. 'i'uis cuts
12_ through a significant barrier, the ulfficulty o_ i_oue_in9

!._;. natural la];cuage with its inhere,t _'mbiguities.

;- Finall?, e.:_)ert::';ste_,_semcee%' _tithin one fori.{ali;_m

;.:. several different me, es of thou.Jht and expression, _rohi ti_e
_-. highly analTtical uo "_hc cir.:ums_antial If a sloppy infer-
! once iu _ruly better than no i.,ference at all, introducing
_<: it to the rule base i_ no more worR than for an ironelau

, truth. Thus, in a_diuion to 'hard' hnowledge, these systems
car_ also a.;similate J_:tuitive hunches and _hort cut:; which

: by()ass a considerable, amount of laoo_ious analysiu. It iu
this sort c,L information that provides tile path-l)run_r%g

_., heuristics _.;hich mal.;e expert syutems wori_ at all, albeit
',"'.. sIow ly.

l'I X-1 5
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' Conclusions an¢. Recommo1=u_tions

%'h_ long term bene£its _f l:no_,Jlc:,,3eei_in_.,,:ring aL_ i
' likely to be of .lore benefit to ground-ba_ed oper_.tions _ucl_

' nS data uanagement and planning. Long term acce_,tance o£
the technology requires some up-front succo_s i"_ order £u
win personnel commitment. While system control £ an un_or-
investigated area of application, although of great interest
for reactor and refinery operations, the systems consiucruu
in the current effort appear to be _oluble They Juzzer,
however, from a built-in bias bases on time-criticality a:_i

4

severe resource limitations. It is highly unlikely that co;,:-
puter hard_are capable of running an expert system will _ly
any time soon, and even gro_ind-based systems are limited uy
telemetry constraints, so that 'im[;ortant ' actions are
effected uy other means. It woul(_ De unfortu_._tte it thu
technology were to be jugged too hastily on the ua_iu oi an
overly hostile environment.

The software environment appears to be highly traui-
tional and orlented towards 'classical' engineering coml,uta-
tion. This complicates the oata management and _lata uase
requirements, and blunts the introduction of newer sofhwa:_
r_ethodologies. Expert systems are only one area o_ software
endeavor that are much easier to implertent in a LJaradigm
other than [_roceduxe oriented programming. It is important
to note that 'easier' is quite o_ten the difference between
doable an_ undoable, not r,_erelya question of convenience.
The feasibility of a new methodology r_]ustinclude prior
attitudes toward the methodology, since the best ideas in
the world are worthless if no one understands the_. Expert
systems may be a foot in the door, but they bring their o_;n
overhead in the form of recursive lanuuages anu their ina-
_illty to look and behave like trauitional l_ackages. '_'.,e
possible [_rejudice against software engineering pr o.:3reus
should be, where possible, softened, because fen% term pro-
ductivl ty gains requi re easier i_rog rammins[, _ot faster
uachines.
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Appendix I - R_erences

[I] Boein_ Aerospace Co., Final Report D180-27935-x, "Space
Station Systems Technology Study", Contract NI_8-34893,
February 1984

[2] l.lartin-Tiarietta Corporation, Final Report hCI_-83-645,
"Power Syster_ Automation Stuuy", Contract NASU-34938,
_ovem'.'_er, 1983

[3] Hartin-t_arietta Corporation, Progress Reports for
_AS8-34938 {extension] through June 1984

[4] o. _. Uirt_chafter, personal communication

[5] Jean-Loup Baer,"Co_puter Systems Architecture", Chapter
I0, Computer Science Press, Rockville, _ID, 1980

[6] Frederick Hayes-_oth, Donald A. Waterman, and Douglas
B. Lenat (eds.), _ _ _ , Addison-
Uesley, Reading l:A, 1983

o

The first book noted here is as complete a source o_
current information and literature citations as can De found

between two covers. Like all writing on expert systems, this
paper inclu_led, it is about twice as long as one would iake.
The second is a more local discussion of one [_articular
(Rutgers) i,ethodology.

_he next two books (3 and 4) are of more _istant

import, each is a standard text on artificial intulligence.
_inston's is felt to ue 'el:perimentally oriented' anu is
designed to be use_ in connection with his Lisp peek {5).
l_ilsson is theoretically stronger, an_ is the most often
cited AI reference.

•he perio_ical AI Magazine is essential to staying
abreast of current activity, and I have been unable to find
it in the library {RSIC). The Artificial Intelligence Report
is o£ cob?anion interest, and not unduly expensiw: _s such
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services go.

I. FreUerick llayes-Roth, Donald A. l_aterman, anu Dougl_
B. Lenat (edSo), _ _ _ , Ad_isoh-
WeslcT, Reading MA, 1983

2. Sholom El. Weiss and Casimir A. Kulikowski, A /_

Allenheld_ Totowa NJ, 1984

3. N. Nilsson, _ of _ Intelligence ,
Tioga, Pale Alto CA, 1980

4. Patrick Henry Winston, _ Intelligence ,
Addison-Wesley, Reading _IA, 1984

5. P.H. Winston and B. K. P. Horn, L_ , _odison-%'Jesley,

Reading _IA, 1981

6. "The AI Magazine"

7. _ In£_lliaence_ , Artificiai Intelli-
gence Publications, 95 First Street, LoL Altos CA,
94022 ($150,00 / ann,) ,.
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The following list, almost entirely drawn from the
Artificial Intelligence Report of AugUst 1983 (see Recom-
monded References), is non-selective and, given its age,

quite incomplete. Requests for information are being made of
each locatable company.

Software, Knowledge _ngineering

Applie_ :]xpert Systems, Inc., Cambridge EIA

Artificial Intelligence, Inc.

The Co rnegie Group, Inc., 5_67 Douglas St., Pittsburgll
PA 15217

Cognitive :;ystems,Inc., l_ew Haven CT

Computer Thought, Inc., RicL,ardson TX

._iantech, Inc., Palo Alto CA

IntelliGenetics, Palo Alto CA

Intelligent Terminals, Ltd., Edinburgh, Scotlaa:_

ISIS, Ltd., London, Englano

l'estrel Institute, 1801 Page llill Road, Palo Alto CA

SPL, Ltd., Abingdon Engla,d

SRI International, 333 Ravenswooa Ave., _lenlo Park CA
94025

Smart Systems Technology, 6870 _im S_reet, NcLean VA,
22101 (703-448-8562)

Symantec, 3unnyvale CA

Syntelligence, 800 Oak Grove Ave.- Ste. 201, [Lunlo Park
CA 94025

'_. Tekno_ledge, Palo Alto CA
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Tektronix, Inc., Beaverton OR

Ilardware

. Lisp _.achino Inc., Culver City CA

l.lachine Intelligence Cot@oration, Sunnyvale C,:.

_hree _ivers Computer Corp., Pittsburgh P._

Symbolics, Inc.,Chatsworth CA

Xerox Corporation, Pasadena CA
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EVALUATZON OF OMV RANGZNG AND DOCKZNG SYSTEMS

By

Malcolm W. McDonald
Associate Professor of Physlcs

Berry College
Mount Berry Georgia

ABSTRACT

The Orbital Maneuvering Vehlcle (OHV) wlll serve as a
shuttle-based or permanent space statlon-based vehicle designed
to rendezvous and soft dock with various other £ree-flylng space
vehicles for purposes of inspection, support, and retrieval.
This study is concerned primarily with the eventual need for the
OMV to rendezvous and dock softly with the Edwin P. Hubble Space
Telescope (ST).

Utilizing the available capabilities of the large microwave
anechoic chamber facility at Marshall Space Flight Center for

;- simulating docking target vehicle motions in a free-space
environment, a program is being devised for benchmark testing of
rendezvous and docking sensor systems proposed for use on the
OMV. This report develops a testing regimen suitable for

- evaluating the accuracy and tracking agility in sensing range,
range rate, and angle information at close ranges (0 < R < 30m).
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SymboZ IRter_Eretation

a Posittoner Azimuth Angle

Posttloner Azimuth Angle Rate

b Positioner Elevation (Tilt) AngZe

Posttioner gleva_ton (Tilt) Angle Rate

C Effeotlve Top of Postttoner Tower

" _ Vector From Orig_n t_ Sensor

_ H Effeottve Post_toner Tower Height

"_ L Target Reference Projection Distance

._f_ MAC Microwave Aneohoie Chamber

:._ MSFC Marshall Spaoe Flight Center

._,.: 0 Origin of MAC Coordinate System

OHV Orbital Haneuvering VehteZe

:.-_ R Range (from Sensor to Target)
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INTRODUCTION

The Orbltal Maneuv,_rlng Vehlcle (OMV), oriEinalXy referred
• to as the Teleoperator Maneuvering System (TM5), will be oarrled
• into space by the shutt]e and used initially as a fetch vehicle
- to retrieve other free-flylng target vehicles from orbit for
_ return to the shuttle to permit inspect_un, service, repair, or
-, replenishment of consumables. It would also be used to execute

orbltal transfer maneuvers to move objects away from the
vicinity of the shuttle to other orbits. In the future the OMV
will perform these tasks with the Orbiting space station serving
as Its home base.

One of the early assignments to be handled by the OMV will
; be to rendezvous and dock with the Edwin P. Bubble Space

Telescope (ST) when it becomes necessary to retrieve it for
service, repair, or refurbishment. This, and other rendeIvous

: and docking (R/D) assignments, will require that the OMV be
• fitted with an accurate ranging sensor system to enable, durin&

/ the R/D operation, a precise measurement of target range, range
_ rate, and angular position information. These data, in
-_ conjunction with the video information available from a

television camera mounted on the OMV, will enable a remotely

._ _tationed human operator to guide the OMV tO a necessarily gentle
_, docking encounter with the iT.

_z_ The thrust of the study reported in this paper is to
'- determine and make recommendations on how a program of testing

of radar ranging sensor systems proposed for use on OMV can best
be affected, utilizing the available capabilities of the large
microwave anechoic chamber facllity at Marshall 3pace Flight

_" Center (MSFC). A target mock-up, _uch as the aft section of the
ST, mounted atop a movable tower driven b7 an azlmuth-over-
elevation positioner in the anechoic chamber can simulate the
relative motions between the OMV range sensor and the ST during
the docking maneuvers in a free-space environment.

This work fo]low_ earlier studies reported from this
laboratory on the development and testing of a 35 $1gahertz FMCW
radar system for possible use on the OMV (See References I and
2). That ground Nork developed an expertise on understanding
radar ranging capabilities which led to the present study.
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OBJECTIVES

The objectives observed in guiding this study were the
follouinS:

1o T_ conduct a literature search for any avsilab_e
information regarding any similar testin_ which may ha,e been

: per£ormed and to gather ideas from any previous workt

2° To plan for making most effective use of the
oapabtlitles already available in the large mierowave aneehole
chamber at HSFC as a testing faalltty_

•. 3. To devise a suitable program of testing the abilities
,:, of contractor-proposed candidate OHV radar ranging systems in

" _ providing the range, range rate, and angular location data
Y"i needed to support the OHV-ST dooklng maneuver, and
•
i-._. _. To determine if the ranging data measurement accuracies
,,_ of the candidate systems under test meet the rather stringent
i:_:. requirements for soft docking of the OHV with ST,

_._

p,_
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REPORT

This report 13 presented in four sections. The first
section presents pertinent facts about the ST and the OMV with
special emphasis on the docking requirements and con_tralnts for
the two vehicles. The _econd section includes a description of
some of the pertinent features of the microwave anechoic chamber
(MAC) facility. The thzrd section ta a Oesaription of a radar
ranging system testing routine designed to take advantage of the
properties of the MAC facility. The final section will consist
of concluding remarks and recommendations.

I. OHV/ST Characteristics and Docking Requirements.

An October, 1983 Lockheed study (See Ref. 3) sets forth
conditions and requirement_ which govern encounters and
interactions between the OHV and the ST. The ST will be about
lq.3 meters in length, basically cylindrical in shape with solar
array and antenna appendages projecting £rom the main body, and
having a diameter at the aft end of about q.3 meters. Its mass
will be approximately 11,600 kilograms. Consideration has been
given to three optional positions of the ST at which the OHV
could dock. The favored plan _rS for the OMV to latch on to three
pins affixed to the aft shroud of the ST. This configuration
prevents interference of the OMV with any deployed appendages of
the ST (solnr array panels or high-gain antennas) during
engagements.

The OHV will be basically a disc-shaped configuration wlth
a diameter similar to that of the aft shroud of the ST, where
docking will occur. It will have a mass of approximately 3500
kilograms. The OMV will be equipped with a television camera as
well as range data sensing equipment to provide necessary
information to a man in the docking loop to allow for soft
docking of the OMV to the ST.

The soft, or gentle, docking requirements are imposed due to
designed maximum acceleration loads tolerable by the ST solar
array appendages in the deployed state. There is a requirement
for the OMV to be able to dock with the ST when its solar arrays
are deployed. Selected data for the OMV-ST docking encounter are
presented in Table I.
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TABLE I. SELECTED O_V-ST DOCKING DATA

Max. ST Mass - 11,500 Kg

OMV Mass (Approximate) - 3tllO0 Kg

Max. ST Acoel. (SA Ueployed) - 0.005 g (0.049 m/s 2)

Max. Impact Force - _90 lb (2630 N)

Max. Clo_t,ig Speed - 0.11 f/s (0.034 m/s}

In an R/D engagement between two space vehicles there seems
to be a generally accepted definition that at a range of about
100 feet, or 30 meters, _he rendezvous phase gives way to the _
docking phase. Thus, for a radar (or any other type) r_nge
sensing system to be useful in supporting the OMV-ST docking _

maneuver, it must have the capacity to measure target range and 1
angle values wlth a high accuracy throughout zero to thirty
meter OMV-ST separation distances. The system must further be
capable of measuring range rate (or OMV-ST relative speed) with
good reliability down in the domain of zero to three centimeters
per second to insure that the OMV and ST do not suffer an impact
capable of delivering an intolerable acceleration to the
deployed ST solar arrays.

This section o_ the report has outlined the performance '
charaoteristlcs necessary in a ranging sensor system suitable
for supporting OMV docking maneuvers with the ST. The next
section will examine the capabilities of the MAC facility at
MSFC for providing the simulated free-space environment and the
sensor-target range motions sufficient for testing of candidate
sensor systems proposed for use on the OMV.

If. Description of Microwave Anechoic Chamber (MAC)
Facility.

The anechoic chamber is 120 ft (36m) long and measures 30 ft
(9.1m} in width and height st the large-dimension end. Those
width and height dtmenslorls prevail over approximately forty
feet of "flat floor" surface. Beyond the forty foot point the
chamber symme_ricaly tapers (includes floor, both walls, and
ceiling) to the small width and height dimensions at the narrow
end of the oh=mber. In the approximate middle of the flat floor
area is a movable sixteen feet (q.9-) tall target or antenna
_ower operated by a heavy duty variable-speed motor-driven
posttioner (.azimuth-over-elevation} mounted in the floor.
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A sketch to illustrate the posttloner-tower geometry is
shown in Figure 1. The entire assembly can be tilted backward or

' forward through an angle b (-q5 ° < b < +92°). The base and towers

can be driven about the azimuth axis through an angle, a. A
target can be mounted on a shaft extending through the top of the
tower along the roll axis. In fact, the target can be rotated
about the roll axis by a driving motor in the base, although that
option is not used in the proposed testing regimen. A manual
crank allows translation of the base and tower along the
translation ,_ls, which is the longitudinal axis of the base.
This trenslation allows adjustment of the distance from the
target reference (T) to the intersection of the azimuth axis with
the roll axis (point C).

The effective height (H) of the tower is indicated in the
figure as the distance from the intersection of the azimuth axis
with the elevation axis (point O) up to point C. A transverse
distance (L) is to represent the possible projection distance of
the target reference (T) in front of point C.

This geometry allows a target reference point (T) to be
moved about In the MAC at rates determined by the two motor-
driven angular ra_es, _ and _. The target reference point (T)
moves about the origin point (_) at the end of a radius vector
equal in length to the hypotenuse of R and L. This motion
permits range changes (measured to a static sensor positioned in
the MAC) of several meters and range rates from -3 cm/seo to
+3 cm/sec. The available motion also permits significant changes
(dependent upon sensor placement_ in angular position of the
target. This scale of motion is perfectly in llne with the scale
of motion anticipated In am OMV-ST soft-docking encounter.

The use of the MAC facility for OMV ranging sensor testing
is made even more attractive by the extreme isolation of its
interior from external RF signals. Thls degree of isolation is
desirable to simulate the empty free-space environment for OHV-ST
docking. The interior of th_ MAC will be isolated from RF
signals to an extent gre_ter chat 100 dB throughout a frequency
range from 200 HHz to 100 GHz. The MAC facility will soon be
supported in data handling and analysis by a Hewlett-Packard
9836C computer system.

A rigid attachment of the ST aft shroud mock-up target to a
shaft extending through the top of the posltioner tower would
have the undesirable effect of causing large attitudinal changes
in the target as seen from the ranging sensor, k reasonable
maintenance of target aspect, _s seen by the sensor, will be
accomplished through the use of a two-axis universal yoke
assembly to attach the rear of the target to the shaft at the top
of the tower.

Thls section has examined briefly the suitable and desirable
attributes of the MAC f'aclltty for serving as a testing facility
for proposed candidate range sensing systems for the OMV. It has
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Figure 1. Target Posltloner Geometry. The origin of the coordinate system
usqd Is at Point O, The effective top of the tower Is Point C. A reference
point on the target Is at T, The transverse distance from the Azimuth Axis
to Point T Is distance L. The effective height of the tower Is H.
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been Indicated that the sensor-target relative motions needed to
simulate OMV-ST docking maneuvers are withln the oapzbillty of
the present facility. The computer needed to support the testing
program in the MAC facility w£11 soon be in place. The next
section will explore a specific testing routine which w111 serve
as an adequate test of the tracking and rangtnl capabilities of
proposed OHV ranging and docking sensor systems.

: III. Description of Radar Sensor Testing Routine.

In order to develop a range testing algorithm it was
nece_:4ry First to define s refereno_ coordinate system suitable
to the interior of the HAC. A right-hand Cartesian coordinate
system is defined as having its origin st point 0 (see preceding
section). The X-axis runs horizontally and parallel to the long
axis oF the anechoic chamber. The Y-axis runs horizontally. T_le
Z-axis is a vertical axis.

Figure 2 illustrates the coordinate system and useful

vectors for desoribins the location of the target reference point
(T) and the range sen_or (point D). Vector H locates point C
relative to the origin (point 0). Vector • locate_ target
reference point T relative to C. Therefore, a vector T for the

; position of the target relative to the origin can be det'ined by

The vector T can be defined by:

+ _(H cos b - L sin b.cos a).

It can be shown easily that the vector T meets the condition for
its length,

T 2 = H2 2 .

Now, if the sensor is Fixed in position at coordinates (X o,
Yo' Zo)' its position is given by vector D where

Then we d_lne the sensor-to-target range by a vector R where

_ = T- .

Thus,

+ (H COS b - L i b-cos a - Zo).
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This leads to an expression for the ran;e R in terms o£ the
various coordinates and parameters written as

R2 = (H sin b + L cos b.cos s - Xo )2 _ (L sin_a - Yo )2
+ (H cosb - L sin b.cos a - Zo )2.

This becomes

R2 = K2 - 2H(X o sin b + Zo cos b)

2L(X nCOS b.cos a + ¥o sin azo b.cos a)
Where the constant K 2 Is a substitution defined by

K2 = X2 + L 2 + Xo2 + ¥o 2�Zo2.

To derive an expression for range rate one need merely take
the derivative with respect to time o£ Equation I. This
operation yields

• D

R : (H/R)_(Z 0 sin b - Xn cos b) + (L/R)(Xo(b sin b.cos a
• -- + Zo (_ cos+ a cos b.stn s) ¥0 _ cos a b.cos a

- _ sin b.sin a)).

Equation 2 gives range rate in terms of elevation angle rate
and azimuth angle rate _. These target positloner drive rates as
well as the angles themselves can be set and monitored in the MAC
facility operation. Thus the range and range rate can be
computed from the two derived equations wlth the input of the
constants, the angles b and a and their drive rates _ and i.

Now, to specify the direction from sensor to target let us
define two angles) e and _ with

t.

e = angle in X¥ plane measured from -X direction (the -X
direction is the forward direction of the OMV sensor,
for purposes o£ this test). Positive values of this
angle indicate the target located to the right of the
forward dlrecticn, as viewed from the sensor, while
negative values indicate the target located to the left
of the forward direction. This is the angle normally
refer_'ed to as azimuth.

and _ = angle measured in vertical plane (positive values
indicate target higher in elevation than sensor), This
angle is normally referred to as _ititude, or elevation.

These two angles are defined by

tan e = (y - ¥o)/(Xo - x)

and tan _ = (z - Zo)/(X o - x), where (x,y,z)

represents the coordinates of the target. Upon substltutin8 for
those coordinates the two previous equatiuns become
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tan @ : (L sin a - Yo)l(X o - H sin b - L cos b.cos a)

tan _ _ (H cos b - L sin b-oo_ a - Z )/
0

(X o - H sin b - L cos b.cos a).

If angle rates were desired, they Gould be obtained easily by
taking the _ime derivatives of the latter two equations.

IV. Conclusions and Recommendations.

The four numbered equations in the preceding section yield
outputs for range, range rate, and two position angles for the
sensor-target system. These outputs require the input of certain
available constants and the target posttioner rates and angles
which can be set and rnonltored. A test routine would involve

placing the candidate sensor at a fixed location (Xo, Yo, Zo) in
the MAC, starFlng tt-.e target posttioner at known angular

- positions bo and ao, anQ sweeping either or both angular position
drives at set rates _ and _. Then the readings yielded by the
candidate system bein_ tested could be compared for agreement

w_th _ne values comptted from the equations. The results of

these comparisons w All be a measure of the accuracy and
: reliability of the tested sensor system.
,*

A first step In t! e testing procedure would have the sensor

placed at about 30 meters range from the target, on a fixed

platform in the tapered end of the MAC. A test primarily of
range and range rate ability would be performed with a single
driven sweep of the target in a rotation about the elevation axis

from b = 0 degrees to b = 60 degrees. This will produce more

than a ten percent change in range and closing range rates up to
3 em/see.

A second test wo_Id place the sensor down in the "flat

floor" area of the MAC _sichin a few meters of the target. Then a

single sweep can produce several meters change in range, range
rates from -3 cm/sec to +3 cm/sec, and significant changes In

target azimuth and elevation, thus providing a test of both

ranging and tracking ca_abllity of the sensor.

The equations I-4 were programmed into a computer so

simulated runs could _e made to verify the range variable

eapabilites inherent in the MAC target positioning mechanism.

Figure P illustrates t_e results of a run to explore range and

range rate variable :apaeitles in the "flat floor" region.

Actual measurements on the target positioning tower assembly or

review of manufacturer's specifications provided necessBry
constants used in ti'e four equations. The constants are
summarized in Table II.
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Figure 2. Range�Range Rate _apacitleso This illustrates the sensor-
target ranges and range rates producible In a slngle tilt drlve
from b=Ou to b=60° at the maximumtilt rate. The tower azimuth Is set

at a=45 °, and the sensor Is positioned at (Xo,Yo,Zo) = (600,0,400 cm).
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Table If. Constants of Target Po_Itloner

i

Charaoter_stle Value

H 531 cm.

L Settable (!OOom assumed)

(Max) 20 oegrees/mln.

a (Max) 180 degrees/min.

Position Accuracy (b) 0.05 degree

Position Accuracy (a) 0.03 degree

In concluslon, it is recommended that OMV ranging sensor

testLng can be adequately performed with the available properties

of the MAC facility at MSFC. Other simulation facilities at MSFC

are more capable of simulating OMV-target vehicle docking

motlon_. However, they are not performing in a free-space

simulation environment, thereby allowing multiple pBth sensor

:_ignal returns from walls, ceiling, floor, etc.

It is recognized that a role reversal testing approach could
be appiled in the MAC facility. That is to say, the target (ST

aft _hroud mock-up) could be statically positioned in the MAC

while the sensor system Is moved about at the end of the

posltloner arm in the vicinity of the target. This approach was

not pursued, but it might be explored as an alternative approach, t
This would involve derivation of a new set of equations, similar

to Equations I-4.
8

I

I
I
I

i
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'PHE MODELLING tJF LATITUDINAl, GRAD[R;]TL4 IN Till",

SOLAR WIND IN THE OUTER SOLAR 5:YSq'I_;M

BY

Steven Nerney

Space Science Laboratory
NASA Marshal[ Space Flight Center

Huntsville, Alabama 35812

ABSTRACT

A steady, axisymmetric, quasi-radial, global model is

; developed for thermally driven stellar winds with embedded

magnetic fields. The asymptotic, linear results are
presented for 0(i) latitudinal variations in the radial

magnetic field, mass-loss rate, and radial velocity of the
wind. The MHD equations are solved for the latitudinal

dependence of the rotational velocity and magnetic field.

They are driven by the meridional flows that develop

naturally from internal magnetic stresses. Most flows open

flux tubes in the sta{s equatorial plane, redistributing
mass and magnetic _lux as a function of stellar latitude.

The plasma spins up to conserve angular momentum in fields
and plasma.



[, [nt e:oduct ion

TtI,' n,ittiF0_ ()[ |-|1_' P,o],.3l_ wJrld Jl_ th_ _. ot]t._|? l_o[a)7 f:y,_tem
I_a_; ber_n tim r_lbj,>,?t ,,f much th_-o_(:t_cal work as w,¢!i a,_
_,),s,'rvi, tion ,lied dat._ _malysif{. Stt_adT, axisymmetr, k,::, ,Jlob.]
,nc-l(,lli.n9 pFed{ct,: ;u_ equattJt[al dtvr, r_en_-'e of the, wind for
,l[Rt,'_n_:,m ]at.'e comparod with the Alive,,1 _':_,]ius, WiHge c.ld
_'r_lmnan, 1974, RL.=,:_. ,m,t N-rnuy, !97_, _lJcJ Nerney and Sue_s,
197%, h_,l:e_ft_,r P,q-'z: [. Fully non_lin,.at-, 3-D num,:ricdl
tttor],_l_; cot'roboratc_l th,-. linear _ ntatl_t.,m,_tic,_.1mor]ellinq in

Pap(:( [ (I'izzo, L982), and comet tai[ data showed that a

negative meridlon_l velocity (an equatorial d_vergence),

constant with heliocentric radiug and varying as ;_in2_)
(col_titud,:) was present [n the analysis of abert'ation

angles, Brandt, H_rrington, and Ruosen, 1973. While

sin2e was the only functi_n_l form which strongly ['educed

the residuals, thL_ average value of v_ still had a large

spread about the mean: ve = (-2.6 ± ].2) sin28 [km/sJ.

Fortunately, a much longe_" data base is now available

whi,:h aliow_ workers to s_parate temporal from spatial

efEects. This }s due to the large numbe_" of spacecraf_

po_itioned _t v_t'vin .] distances in the solar system tog,:ther
_ich a tim,_ p_-iod that allows the subtraction of so_,,e soldr

cycle effects. Als_,, systematic studies hav._ shown that one
of t|_e best parameters to study is the azimuthal component

of the interplanetdry magnetic field, H_. This is because
it dominates the magnetic field structure at large distance, _

and is least affected by fluctuations (Thomas and Smith,

1980; Bur]aga et el., 1982). In particular, Slavin et al.,

i984, f{_d±th_ the spatial gradient of H_ is proportionalto r-I for- 1 AU < r < 12 AU. This was derived it-ore

observations of Pioneers i0 and II, and ISEE-3, and supports

our earlier modelling efforts, although stream dynamics

could also explain these results. Additionally, Thomas et

al., 1983, further examined this spatial gradient and found

that the _ield topology is consistent with the predicted
meridionai flo_.

The initial £e._u2ts of Paper I were extended to study
these latter effects _-nd to include the correction_ to the

simple picture of the At chemedean spiral Interplanetary
magnetic field; namely, the opening of the magnetic flux

tubes in the equatori.,l plane in response to the equatorial

divergence oF the flow _Je]4, Necr_e7 and Suess, 1975b,
hereafter Pdpe_- If.
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i A further modification of these global solar wind-_._ models led to the inclusion of large amplitude latitudinal
" " gradients in the radial magnetic field, mass-loss rate, and

": radial velocity, Nerney and Suess, 1975c, herafter Paper
III. This clearly showed that evon equatorial convergence
can develop at large radii for a quite reasonable set of
imposed latitudinally dependent boundary conditions.
Moreover, P_,zo, 1982, has shown that the linear results of

_i both Papers II and III are substantially correct for the

non-linear flows that he successfully modelled. Pizzo
found, as we did, that the opening of the flux tubes
transports mass and magnetic flux to higher latitudes while
the radial and azimuthal velocities are slightly enhanced in
the equator_.al plane. The linear model overestimated these

effects as we ignored the dynamic relaxation of the driving
% forces. However, we d"d show that the linear effects in

mass and magnetic flux redistribution grow logarithmically
with heliocentric radius.

i It is our purpose in this paper to complete the linearmodel through the inclusion of 0(I) latitudinal variations
which not only drive more complicated meridional flows, but

i also affect the azimuthal magnetic field and velocity in new

and interesting ways.

The work of Pizzo- 1982, clearly shows that the most

_j_. _ vigorous non-radial flows and transport effects are due to

_ stream interactions, and not these relatively smooth,
_-T._. axisymmetric, internally generaLed flows. However, these

results are analytic and show explicitly how to treat the
_ mathematics of these complicated interactions between
_7_'ii'i outflow, rotation, and embedded magnetic fields As such,_4.R':c

-.:o._" they are a useful tutorial for studying internally generated
oi: flows and also allow the development of an intuitive '

geometrical picture of these interactive effects. We also

hope that these studies will prepare the way for a more
-_oO._.. complete understanding of the fully nonlinear case. An
'"_i'," analytic model of this latter type would allow the study of

_._)'_ outflows from fast rotating stars, Nerney, 1980.
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_'°,/_ It, what fol tows we refer the reader to previous: papers
' where we disc/ss in detail the iterative solution through

'__ tlle two singlllarttie_, the multiple expansion, non:_epa_-a-
"_ bil[ty of the partial differential equations, and other

_i; [ntere._;ting aspects that do not affect "these asymptotic
° .: results.

'- Following Yeh's (1970) nondimensiona!izatiun, velocity,

.: mass density, pressure, ma_netic-f_eld intensity, and length
.. are scaled by vq, Po, prvo, Hc, and GM/v c, respectively.

_" The subscripts lndi_ate _v_luation at the polar sonic

' ;': critical point. G is the _ravitational constant, M. is the
_ mas_ of the Sun, and _' = ._,_is the Sun's angular velocity.
•." " The following non-oimensi,mal numbers appear:

< " i32

_: a,/V7_ , C - C._. N = GM® c 2 "
_Y 4 I,PcVc_._

o !i
_;_o.,_. The polar critical radius is at re = GM_/2V2c (Yeh,
_ 1970), and _ Js a unit vector along the rotation axis.
.L.

_,=.< The magnetohydro0ynamic (_.|HD)equations (in emu) with
°,i.i_ the magnetic permeability set equal to onity, in non-

_° _"" dimensional form, and in the corotating frame of reference,'/<

"* are :

o "..%. -

....., . C1)o:, , • (o_') = 0 ,
Q _k

' . 2 (2):';' p _,V$+2Np_xv-I-/2 oV x = -VP+C(V x g)x_-p_:/r ?" ,

." V • H : 0 , (3)
_J

• = (4)

,p 5 (5)v • vl ] = 0 , 1 - _ ,_ ,o .L

A_ p
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,'t-
o .

o:._. whe_e r is a unit vector in the radial direction and
_ differential rotation is not included.

on"

:' The previous expansion of the nonlinear Mk'D equations
- was in powers of N, but this was extended to include a

multiple expansion by defining

.. §.2Poor _o (Poo+ )} (6).,:_ r'00 r O
'"': C 0

where 8° is the colatitude at which the gradient is a

_ maximum and the subscripts are defined below. Considering
:. c as a second small parameter in the problem, a do ble

",i.."i'i'i expansion is made of the form

.....% ._.t"

" __i A = N 2m
m=0 n=0 mn '

4b° .'_

v, = N f _ N2m,nv@,m n ,
.,._,. m=0 n=0 J

". H¢ _ n___ N2m_nH
. = N
:,:'" m=0 _,mn '

: where A is any of the variables besides v° or H@.

,. The basic equations which represent the flow to 0(I)
_"" have m=n=0, and reduce to the following form.= _CI._

DO r2 = M(_) ,= POOVr, (7)i"

' 2 Y P00 I E(O) ,": z/2vr, oo + v_- %0 r (8)

i'

., ",

'_° ,j

¢............ ®
.' _ H i,,_ o o • .
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"_......... _i%g__ k_ _'%W,+''"'__,_T,_•+_v_=_ .........._......•

-,

= -.i It = n(OIlr2
r,O0 ' (91

" F

t.

,:., _ _ L Y
""° PO0 p oo ' (10)

kr '

_ F: The O(I,1)equations reduced to equations (II) and (12)
..... whi('.hare tile Weber and Davis (1967) solution extended to

^' :+. ,, three dimen:_ions through the inclusion of sin8 and written
." in the corotating frame. This is:
P

.-,

° ...,.. 2 r 2 r_),, MA ( -
°° . v = --- sin_ (II)

".,'L 0,00 r I _ 2 '
?t MA

°,, _:. gr,"'- - O0
-° '"'-" He,00 v v_,00 , (12)

., ,+., r,00
• ,o '.,+."

,,.<.,--' M2A 00/CH2 ":<:. where = o00V2r = radial Alfven Math number, and, ,00

.:._ rA is the radius of the radial Alfven critical point.
. oo!%

....+.-_.: The extension of the O111 equations to include

_°_ latitudinally dependent boundary conditions creates a newdependence of the 0(N) azimuthal velocity on latitude. The

!_ ""<_ solution is the same but

_ . M2(8)_,,," M 2':, = (13)

: _.,,., A n2(0lP00(r,8)C

<',:" Equations (7-i01 have been discussed in many papers and
•" o'_. will not be treated here except to say they define what we

_e-:,'.). mean by a "Parker" wind.

':_° :* We now focus on the m=l, n=0 solutions of the multiple
'F

'+:,.';..,.. expansion. The interested reader can find the details in
O.o+:- Paper III and also in Suess and Nerney (1975). Essentially,

=:++_ the v 8 .-, v_ _0' H_ +_ solutions are the largest internally
"°'/; genera£_ fl_ dri_by the sun's rotation for r >> rA,
;.:;:.,: and this is why they are of interest.

. p ,

•o:: The meridional momentum equation reduces to the
"= following form

.+,. XX1-5
: , ,_%_-

::

,L I:
-, q_ . ,!
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" 'ii!"i,i'

1
._.i..:._...... r a-¥ (rvo, lO) + I = p_Or ge PIO - Po0 _- go Hr,o0

o .

! c"r'°°' (r"r'°°
_ , _ + POor Vr,O0 _ Hr,lO° :_ v O, lO ) - } ,

,t

:: +!: ( 14 )

°: ", (sine - sin2e +
,,_ I = P00Vr,00 r slne 8e Hr,00 Vr,00

iii iV,, cote + 2C0S8) .

,.o-.__'_ - v¢,00 O0 r

_I This is equivalent to equation (20) in Paper I,
(equation (13) in Paper III) where the forcing function (I)

_°'I has been generalized to include 0(i) variations in latitude
_il. (where 8 measures colatitude).

'::+ CHr, i0 8 _'

: ° _ The term POO r _e Hr i

V should formally hav_ been included in equation (131, Paper
:o.<:L. III, but is 0(£nr/r _) and does not contribute asymptotically.

,_ Equation (14) integrates to the following form:

° ;-i

....,"_.-._, -- ,(O) C _ rsin2On(e) ) . (15)

_° iiI Vo, I0 r)r A M(O)Vr,00(', e) 8-8 LQr,00(®,0)

..:" This generalized form for v. In allows a more
"':'" complicated latitudinal dependen_d _or H. _ and v. -. It

,I, was shown in Paper II that the transport V6_ mass _ magne-
,_ tic flux to higher latitudes forces H_ _ to be positive (the
__';"! opposite sign of H_ n) and this cause_'£he plasma in the
=, equatorial plane t_'_pln-up. This is simply a consequence

° ;,_. of conserving angular momentum in particles and fields.

i! There is less angular momentum in the magnetic field near

"; e = #/2 so that the particles must make up the difference.

I xxl-b
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%.

- More complicated 0111 variations in latitude can change the

_' "i' "simple" picture for H, I and through more complicated
.,.,e., meridional flow patter_, v0'l

.... The derivation of the integral forms for the azimuthal
_ quantities procedes in a similar manner to that in Paper
•_ II. In particular, equations (2), (3), and (4) therein

..o-;'. remain the same and,
" /" i

.-=_ , .

7'°°_:--',,.. ...... _@--{i_ [r(g r,00v_,10_vr,00H_,10+Hr,10v¢,00_vr,10H_,00 )] = 0 (16)

Oa_" ',,,

....oLI'. _ [r(vl,10 - CH0,10)] + I 0 = 0 , (17)

:_: but I. has a slightly different form than previously
o"i- d iscu_sed.

_ _ After some work, we show that

...._""-__ vs,10 Cn
_,_ : = (g+r) cose + 4L2(8) M _r (r H 00)
-_ I_ 2 Vr,00

,a " (181

:_. + 0,i0 g CH2r,00.......Ve,10 sine _g
'_°°_ r2sin 0 _3 @0

?_- PO0 r,00

y,

c /_ rA 2 )..7 mA2 (r2 -,_:" here g(r,e) = (19),:" r 2
•-' 1 - MA

:._
and MA2 is defined in equation (13).

= ..,.i'? that Asymptotically, H@,00 _--r ' * 0, and g + - r so

'_,' 2

r>>r A rs_n0

_o..:-',: Asymptotically, the azimuthal momentum equation may be
o _" integrated to the following form-

(, ,

XXI-7
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V _

--o ', v_, lo - Mc-_"H,l,,10 = _10 ,tn,:" r"4(_).... _ine _ + 120)':' r

......, where ba(e) is determined by passing through the Alfven

:2: . radius _nd need not concern us for r>>rA.
p_

'. The induction equation, (16), integrates to:
0 .o _'?¢ "

.°_. Hr,00v0, t0-Vr,00Ho,10+vo,00Hr,00[Pl0/000-4L2(el] = bS(el/r. (211

_!_: which was equation (12) in Paper II.
% _ Asymptotically,

°. ;,,-

_, H _ °i0
..o_k _ ¢,I0 r-_ re,00 v " _ 122)
'-,,,.._..o.7"7' a r,00 000

'0:L_' With some work from Paper I, we can derive the

_" asymptotic form for Ol0/P00.

: _. Using equations (181 and (19) therein, together with

} :_'" Hr, i0
._,_i_. the asymptotic form for X, which is defined as

ltr, 00 '
: " .-_ derived from (IS) in Paper £ we find

- ° ._.,. Plu'-

,5: - A(OI _nr (231°<,:'_ PO0 r>>rA X--+

.,,: whe re

": _ 1 8 sin 8 v q
.,;_; A(e) n sine 80 [ ..... 0,10 ) (24)

o,)

._'., so that
J

.;.', n A sin0 £nr

"_ H,I,,10 r>>r------_Vr,o0 (,,,ie) _ (25)

o': V2

" 0,180 Cn 2 A sin0 _nr• --+ " ' ' e)) (26)
, "'... V¢,lO r>>r A (["sin +- M Vr,o0(®,

•._ XX[-8
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._: - The sign of v_ _n is determined by the competition

o" between these two _f_s. The first is proportional
): . to vA 1 and hence is positive definite, spinning up the

e ', + plas_ at all latitudes. It is derived from the Jr,o HS, I
J:,o" [orce and is due to the latitudinal gradient in H

.+_ :, _,O0 "

The second term is due to the H_ .^ v. 0^ electric
:": • field in the meridional direction whi_S_s _6r_ved from the

:_" ' opening o_ flux tubes near the equatorial plane. This is

---" :. zero at the zero of the second Legendre pol_nomlnal. The
_- first term dominates for large values of CN _ causing v_ in
?:+ to be positive at all latitudes (asymptotically}. Wea;[_ _

:- meridional flows allow v..^ to be negative near the poles

_,_'-., but positive near the eq_r. For this latter case, V_,lO° +..?_ follows the behavior of H
_._,; ¢, 10.

o + "_'+

o o ::. :.

u++.ip

_:i'+{+
: Oo+".,,._

%o
--"" v h_

o .¢,.

_-'_o _,.3;"

. . 2".

+,r..'

<,..

+.j

+ ),...- XX[-9
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,+., -°
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• III. An Analytical Example

,: : For ti_e case of a high-speed stream originating from
the solar poles together with lower speed flow at the
equator, we can consider asymptotic 0(1) variables of the

o [[_oj following form:

'_"'" V (®,8) = V(l - C sin8) (27a)
o. ._[. r,O0 v

"o '4

o....:_ /_= M(I + C sin0) (b)
'o/,> m

i'_E"-*,"q _))= H(I - CI sine) (c)

__i_'"_ V nn(®,8) is the asymptotic form of the 0(I) nondimensional
_ _4 r_l velocity and we use v_ nn(-,0) = 5.3. The variables
*'.'h are scaled by their values a£'1_e sonic critical point so
°oo_i!_

i _%! _!i._,'}" that

,,-[;_:_¢ Vr(- , 0=0) = vc Vr,00 (-, O=0) = Vc V (28)

Using = 126 km/s (corresponding to rc - 6 r
... _:['ii and _ vcl.2) gives a radial velocity of--670km_s at the

..,/_..'.._ poles and choosing Cv = 1/2gives half this velocity at the

. _, equator.-i _ "

-°;' M(8) is the nondimensional mass loss rate per
'I_ _ steradian. Choosing M =1/4 reproduces the Yeh ( 97

_/. nondimensional scheme at the poles. We choose = so
'_;;.; that the 0(I) nondimensional radial magnetic field is one

! _.,.i at the polar critical point.
_[/,'

k,,

_,",. Strictly speaking these 0(i) latitudinal variations in
' ./'. the dependent variables correspond to a latitudinal varla-

./[ .,-" tion in the input of momentum and energy and might equiva-
... lently be considered a variation of the polytropic index
. with latitude, _(O). This is of no consequence for these%

.':o.":- asymptotic results as the pressure gradient drops out of the

o : .. equations for r>>r A. In this sense the formal solutions
for v 8 _0' v_ _n, and H_ I" are independent of the choice of

_° ",-'_ energy'_quat_6_, althou_ _trongly dependent on the energy
at_d momentum input to the wind as they affect the 0(I)

... :. variations in vr, etc. (Suess and Nerney, 1973).

'_ XXI-.I.O
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%' {1_.

.}

.,..,: For the purposes of this study, we presume that these
o latitudinal variations are given (see figure I) and ask what.q

. is then implied for the merldional flow pattern, flux tube
.. opening (or closingS, mass flux redistribution, and particle

;., spin-up (or spin-down).

' Substituting equations 127a, b, c) into equation 1151
......." gives

..... n2

- 17 "o"" c " e (7 ( 29 )°"'.':.- Ve,10 r>>r; M sin2_ + :, 1= 8)' ° ": " r, O0= r,00 (', el r,00 '
% d.

d_

...... C_:2:.:.' If = Cv so that rl(8) = V r (I) we recover,00

_ .. C sin2 e

." '- 8,i0 r>>r A 2o- ....:!, 16M(e) v
°.,.- r,O0

'-..L

,.'.::.: which is identical to equation (L5) in Paper _II (we

.......:7 multiplied v e _0 by the smal.lnes._ parameter N _, the velocity
'.;4"-_ at the cr_t_c_ point, Vc, and set rc = M =1/4 in Paper

:°"°;t _::)•

° "_ For these particular 0(11 w_riations, equation (29)
° °_ reduces further to:

"."_ C ,I (Cv-C n) sine)
4- - sin28 {__- +

,. .-:::r re,10 M Vr,00 r,00 8V(I-C sine) 2 } (30)

o :- Equation (241 for A(e) reduces to-
i,?

g

"(: M v 2 [(2 cos2e- sin2e)n
,_ r,O0 r,O0

" [3 Cm 3 VC v°" -sine cos2e C + n (_--_ )]],¢ 13 V
,, r,O0

.... !. (C - Cn) _c
"d,; + V

0.... 4V(l-Cvsine) 2 ose sin2e + sine cos2e

= ":" C C
m 2V _v 2 Cv

"'::;; - sln2e c°s2% ['2"_ + 4M Vr,00....,_ .... ]_Cvsine J]} 131)

°_" _ XXI-II
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IV. Numer.ieal Results

..-" L FiguL'e 2 shows the results of a high-speed :-_tream study

......-..,: in which C_ was set equal to one-half and the radial
0. ,,olo i,=y,:ho kin/,oo°0 "'. half that at the equator. N 2 was set ":.o 'a d C wan

:.. ,_ chosen to be 14 as these are reasonable numbers which al:_o

,,".'. reproduce _-A= -2.5 sin20, kin/s, for C_ = CvI 3 C = O. W@i)"-" then systemgticalJ.y varied M(O) and _(_e). c_se I we o_ed

°+ " Cm = C. = 0, case 2 had C_ = C__ = .15, case 3 had Cm - C
o ; =-.25,"and case 4 had C_ _ C = .5. The strongest effects

_"., ,!'_ a:e seen in the first c_'se w_ere there are no latitudinal

<: °,. variations. I'Vealso studied the effect_ when Cm was set to
'_ :ero with C. = .5 Stepping C throuoh the same range o[
':" numbers produced similar curvesn somewFat reduced in value

-, o,,,..":".",,, (about a 20% reduction, at most)

_,). These solutions show that the dominant effects are near' the equatorial plane. For these parameters, flux tubes open
.....'_ within about 25 ° of the equatorial plane and plasma spins up

.... _.. in this region by I-3 km/s depending upon the latitudinal

_. __; variations in the 0(i) mass loss rate and radial maqnetic
_ field intensity.

'" '(;-_-*--_:' Nearer the poles the high speed stream "opens" the
°_o_ field lines, reducing the magnetic pressure variation in
"_"_}_" latitude, producing weak meridional flows together with

• * .J'i small corrections to vl,00 and H) ,I0 .

:,' The character of the solution for v_ I0 changes as C is
_ ' Ji" increased. Paper II presented the case _6r C = i00 but

.0 ,;- without latitudinal variations in 0(I) variables. Figure 3

o ,>,. therein shows that V_ mn is positive at all colatitudes,
.... _._" showing the dominanc._'_)_ the first t_rm in equation (26).
: . o.. The meridional velocity scales as CN__so that.this part of

" ;:; the contribution to v_ _n scales as CZN 4 and is nearly fifty
:=o..."". times larger in the e_[_ler study than in the study reported

_ here. Meridional flows of that magnitude, 0(10km/s), createa spin-up of the plasma at all colatitudes so that v_,10 no
longer follows the analytic behavior o_ H_,IO.

Figure 3 shows the results of a slow-speed wind study
0 ", for the same set of parameters as those studied in figure

Ill: 2. The exception is that Vr.00 was net allowed to vary in_.J_ . latitude but rather was set _qual to 334 kin/s, the value in
_ the equatorial plane for the previous cases. Now the

L variations in latitude are strictly due to M(8) and n(0).

,- = 0 for case 5, Cm = C n = 15 for case 6,. :,, We used Cm = C n

.- ;.: XX[-I 2
:-- ,,2 ; "_,_

o .f; :
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": V. Cone tusir_ns

.o,_ ,; We have complete(] a linear study of the MHD equations
° , for int_.rnal gun--rated, steady, axi-symmetric flows. 'l'he
::, : results are generally applicable to stars like the sun % ',h
'_ : thermally driven winds.

._i/ The results indicate that the usual equatorial
" divergence that builds up asymptotically from assume_

//.,o_ spherically symmetric boundary conditions is modified due 'r_o
"_...._. 0(I) latitudinal variations in the mass-loss rate, radial

!.. velocity, and radial magnetic field at the base of the

,," :... model. It is possible for an equatorial convergence to
,%_7'- develop (Paper III); however, this was not the case for the

, ,__',--.,: models studied herein. We found equatorial divergences
_a_31_ limited approximately to within ±25 ° of the eq "furl, I plane
_ for quite reasonable variations in 0(I) parameters, he

.-_! response of the wind to these meridional flows i_ .-.._en

,,.,_7,.T flux tubes and, generally, to spin-up the )last." ,, the
o, % equatorial plane.

, o_ Analytical results were de-,', ..:._ _'Or the latitudinal
_ _ "_ variation in v_ as well as the c_rrections to v,._nd H:_,.

The results shfw that these variations depend c_?.tical_y on

_=__.,_"@.: the value of C, a nondimensio_al number which measures the
° °_i_" ratio of the strength of the ] x _ force to the advection

. ,_: term _,n the momentum equation (evaluated at the son_.c

_[ critical point). As C becomes large (C) i00), v_ becomes
,",.,.. large and the plasma spins up at all latitudes. This _s due

. _ j_ to the opening of flux tubes which requires spin-up of the ,
-_._. plasma to maintain conservation of angular momentum in
=_ fields and plasma.

_- These analytic results do not depend on the choice of
:'_ an energy equation. At large distances, Zhe pressure

%_e,._. gradient decouples from the equations so that the polytropic
_:, o_' assumption is not a severe limitation. Of course, the

.,"i_ asymptotic values for the flow field depend sensitively on
,- the energy an_ momentum input at all radii and latitudes,

- ,_",_:. but these formal results are still co_.'rect.

_,; Also, it should be remembered that stellar wind studies
_ that neglect the inherent three-dimensional nature of the

..._._" interaction between outflow, rotatzon, and magnetic fields,
_: _ may overlook important aspects of the wind structure. In
o _[,- fact, one cannot find an appropriate set of boundary

_. ,. I)ve
_,'" conditions to minimi_.e terms lJk:e --when studying the

" .....: XXI- I4
,_" ..;
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! ? _ interaction between rotation and the magnetic field.
_ Consequences of the latitudinal qradient_ are of the same

order of magnitude as the interactions which are to be

_i'_2 studied, Suc_ss and Nernpy, i97]j:
'_'H!:

....,_ S,._ ,c cycle effects can severely limit the comparison

,;,:'_ o1" data with this model. For instance, Slavin et al., 1984,

_i";' found a general increase in the interplanetary magnetic

., ". field during 1976-82 as Pioneer and Voyager spar,crafts
-::- moved farther from the sun. Without a correction for the

_, , time variation of the fields, the respective magnetic field

'::'[ radial gradients are underestimated As the opening of
=.., flux tubes in the outer solar system will lead to a drop off

_' in H. that is mo_e pronounced than that predicted by the

'_', Park_r model (r-_), one must be careful to separate temporal

'ii"_ _:rom s_t_._eld gradients. Slavin et al. find
_ II. _ r for 1 AU < r < 12 AU and this is consistent

w_th our results for an approximate 10% correction in the

_: H

o?.i_ 0, - .I). However, the analytic form for_ ._ _ Parker model (N2 1

',._i_" the correction is proportional to In r which is a different
!_ ,_._ anal_ti_ form than the usual power law fit to the data• As

o_ In _."is a slowly varying function, this may not be a

°_:. p_:,_blem. We are, however, reminded of the study of Brandt
_: _. et al., 1973, where various power law fits to the latitud-

_ !_ Lnal variation in v 8 derived from aberration angles were
'_'_ used. The L'esiduals were finally reduced when a sin28

_. variation was suggested from theory. Perhaps similar
progress would occur for radial gradient studies if the in r3 :._;

°s' variation were included.
b _0 l

o:_. A final note of caution is in order as the solar wind .._
o:_ is not axisymmetric. The most vigorous rotational
' velocities develop from stream-stream interactions, Pizzo, '

° _ 1982, and these have been neglected in our study However,
: we hope that this linear model will guide those who will

_;. attempt to _nalytically model the nonlinear MHD equations
.,',- which describe these internally generated flows.

.\
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/; Figure Captions

°:':' _ i. The asymptotic nondimensional, colat_dinal variations

'_i;: for (a) vr = V(I-C sinS) for Cv = •I_, •25, .5; (b)
,'. the mass-_o.,s rate/steradian, M(O) = 7 (I+C. sinO) for
'_ C - .15, 25, 25; and [c) the radial magnetic field

/' .r,00 ni0)/r ), n = 7[ (I-C n sinS) for C_ = .15, •25,

....:i- - _. A high-speed stream study showing dimensional solutions

!:_. Nf_r v , as well as the corrections to v_ and H_ for_:::" =.0_, C = 14, Hc = .i gauss at 6 r_, and v c 126
i ":: km/s. The radial velocity at the poIe iq 670 km/s and
, ;_" half this at the equator Case 1 has C_ = C = 0, case<' •

i../:i 2 has C_ - C n =. _15, case 3 has C_ = C m= •2_, case 4/ ; C m nI _ has Cm _ - 5 and all have Cv = .5.

_- 3 A slow-speed stream study for the same case studies as

! =:'_ in figure 2 but with Cv = 0 and a radial velocity of 334
_'/.- km/s at all latitudes.---_ase 5 has Cm = C, = 0, etc.
o%.
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',.il A RATHEHATICAL FORMULATION OF THE PROBLEM OF OPTIMAL USE
_P." OF CROUND RESOURCES FOR FUTURE SPACE MISSIONS
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!',5_+ Mcckinley Scott
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"" ABSTRACT

:i; In this project we propose an approximate mathematical formulation

_iI for scheduling of future space missions. Our main objective is to

i__ schedule these flights to efficiently use available ground resources.
...._ Thus, our interest is to minimize the inventory level of ground re-

!._ sources needed. Equivalently, our objective will be achieved if we

_:] schedule these flights to minimize the overlapping or conflicting
'_" periods during which the same types of resources are used by theL

:" various flights

"! The development of the _thematical fo_ulation of the problem

i. takes into account the presence of a large number of sequencing and
i'_'i resource constraints, e.g., (t) the order in which the flights are
_:' to be launched Is predetermined, and (ii) some types of resources are

....' to be used only by certain flights. A linear objective function based

.:* on cost considerations (penalty costs for overlapping utilization of

the same types of resources) Is constructed and thls function Is mini-

_: mlzed subject to the various conscralnts.

[;,.

I, ,'
p

1

;e i
",4
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,_' 1, [:Itr_ oduct Ion

mt£ This proJ,,ct Is concerned with the probleal of schedulinr futun:

, space missions. Tim mLsstons will typically consist of a numht, r of

, payloads manifested Into a Shuttle-compatible cargo, or mission.

:ii The evaluation involves flight scheduling in the most cost effective

- ' manner from the standpoint of launch site facilities and space

" hardware resources. The flights will use some common facilities and

";,.. resources, as well as those unique to a particular class or category.

_:' For example, all flights will use a launch pad, while only Spacelab

....._ fl%ght,q will require a core module and assoelated equipment. The

....;..- } scheduling problem is further complicated by different selze-release

''° :_;: requirements for each piect, _f t,quipment (t[mellnes) and by unique

"' _}! costs associated with each resource to be tracked. Therefore, the

,=,._.:_!." minimum overall investment cost Iv the objective, rather than just

,,__D
•_" qu_ntitles of resources in the Inw_ntory. For this reason, cost
, i_o

o ....'.._. _qt,igilting factors are used,
j"i

¢;. Timely aw_/labilitv of neeaed ground resources plays a key role
v2_

°o'" in scheduling flights of these missions. Assuming that the requirement "

"": for the various resources can be met, the main objective of this project

.:; is to find a practical technique to minimize the inventory level of
4,'

_ 2 .these resources As one might well _.xpect, the problem is one of*
3

;_" considerable complexity die to the presence of a large number of

:" variables. Also, a number of these variables may be of a stochastic

[ ':_i
_",_:'_: nature and this would further Increase the degree of complexity of the

W

:' problem Thus, at the present time it appears that any attempt to
o

:"" obtain a rigorous solution to the general scheduling problem wlll

,"L"_, lead to a dead end. In fact, even to attempt to set up a precise
o /._

..=q

_" XX[I-I
_,. :.i_..

"(ili_
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,+ ^., ,

' !%'- mathema[.ic f.rmulat ton of the i_roblem aeem_ to b¢, u very di ffleult tank,

+_ Currently there exists a scheduling program "(:ROPE" (C,round Resource

,,_,";,, operations Program Executive) which uses heuristic procedure++ to schedule

... '._,

,,. flights tu at'hleve near-to-optimal solutions. Consequent;ly, this program

_lh t

t:.:;o.... ' lacks _'omplete m_themottcal justification, rigor and formality,

o_: model to formulate the problem. This will be based on assumptions which

"_-.o._+7 c

•,. describe the actual situation as closely as possible. As will be seen

I''+/'+:_i::., in the next section, most of these assumptions reflect the presence of

:+_' a large number of time sequence and resource constraints tn the system.

-+'°'.__" As mentioned above, our main objective here is to minimize the Inventor_

2_2;:')ii_+_:+_ level of needed ground resources. This problem will be dealt with in
-+, • , _

_ ._:_ an indirect manner: Instead of analyzing the problem by minimizing the

+ ",'_ inventory level of needed resources, the flights will be scheduled in

_ such a wax, as to minimize the overlapping or conflicting periods during

_i*I which the same types of resources are used by the various gltghts.

i;_I Associated with each overlap for the use of the same type of resource

• '+',' " by any pair of flights is a penalty cost which depends upon the number.......:+,

¢'1,_, of units of that resource needed by these flights. The over-all

::, objective function is assumed to be linear with respect to these penalty

costs. Since the various sequencing resource constraints are also

linear, the problem under consldertation falls wi_hln the realm of linear

programming.

2. Assu_mptions [or the Formulation of the Problem

Basically decisions concernlng scheduling of flights _re based

on five assumptions. These assumptions are stated below In somewhat

more general context to allow us to have more flexJbillty for app1_ca-

tions.

XX I_- 2 .................. +.._
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.2 i) Th.re ;tr,:, n f lit;htf_ to bt, Immzh¢.d durlnt, _;omo t;Ivt,n

,n,,,rv,, _ ,_ f _m,.,. [ ,). '1_ I .
o, _ t;

_ff ; 2) The orde.r in which thosu fltl_hts aro to he laum'hod
E.: o '

" o '_
o ,1 ...

I;; pr(.dett.r,l| tlt.tl.

_ 3) (If the n £ll?hts, I:hero arv p (<n) spoctfle fll_:htt;

"°2 where launch dates have been fixed. However. each

such flight may haw, launch window of a certain

9

:; specified length.

_i'!- 4) All flights utilize at least one type of grt,tmdo

• 5 ;

;'°¢ resource from a collection of H dtffet_,nt types

_.,°':a 5) Any flight ttmt utilizes say, a type 'k' ground

i _ :_: " resource may require n k (_>1) units of that resource.

ii' "- 3. "Nbt;,ti,m and Some Basic Definitions

o_7,2:

°.2o,o,_..,'_ l.et tl, (t=1,9,3,_ ...,n) denote the time for launching of the tth
'3a,_
/ .

_<.... _,,,. flight and let t n, t n, ..., tn be the fixed launch times for the p

-*_" specific flights corresponding to assumption 3) above. Since the

;'_ n flights are to take place according to some predetermined order

;,'.o"" " and no two fl tghts can occur at the same instant of timt,, there is

.,."_.: a class of sequencing constraints of the form
o° 7 ,

• o .'."

?:

o o ,,_

O<tl<t2<...etnl_l.;t "_tn[+l <...<tn2_l<tn2<tn2+lo: _? n 1

<...<t _,.'t ¢,t _,'...<t <t <T.: n , n n _i _ n-1 n
o_ ,, p P P_'.

.,' Sine,, the flights may utilize resources either before or after
o ,k

' (or both before and after) their launch times, tt is convenient to

oo introduce the followlng zero-one variables. For k=],2,3,...,M, let

" _KII- 1

! !, --'o , _ .......... - - r,r" =_ : _ . _= ._: ._: -_ -- :.-_=r=" _, :-'==: " ='= ........ " =

O0000006-TSB13



%

,F,

. g
,q .

_'lJ l, If b-th Ith ;rod jth ftlgl_ts utlllzo a typ, *1_* re_ourt't... !_

_,_- and the, s,_t.zo times far thl_ rono,_rct, o_',.ur b, forc
girt-: /

-_:'2.o . their launch tlmou t I and t._ re_p,,¢ttvclv,

:!, -_1, otherwise (t"l}.
e

,i 6,j

'" ,St_ _: I, If both ith and jth flights utilize a type 'k * res, ulrce0 ',,'

_,...:r and the seize times for this resource occur ht*fort, t 1

.....-" _°" for the tth flight and after tj for the ]th flight,--'oa _.. '-

o," = O, otherwise (t<J).

o-,:!, k3 = 1, if both ith and lth flights utilize a type 'k' resource
,,:"..:.. 5i.l

o P._ and the seize times for this r,-.source oc,:ur after t i for

"_.::_ the ith flight and before t. for the jth flight,
.....-":_. J
_- = O, otherwise (i<j).

,-C">:_ _tj = 1., If both ith and jth flights utilize a type 'k' resource

°"::-:' and the seize times for this resource occur after their

:._ launch times t i and tj respectively,

.... = 0, otherwise (i<j).

_L For any flight I, (t=1,2,3,...,n) that utilizes a type 'k'
.v'" kl

, :(' resource before its launch time tl, let sI denote the length of time

_:' in _tich this resource is seized before tt, and let d ldenote the

" corresponding duration for its use.

"'. Again, for any flight t, (i=l,2,3,...,n) chat utilizes a type

01{, 'k' resource after its launch time ti, let sik2 denote tilt, length of.7
,- k2
'. time in which this resource is seized after ti, and let dt denote

"° :_'" the corresponding duration for its use.

,ifo

F" ¢:"
",'.' XXII-4
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".' For l_i<J&n, let us define the following "overlap" variables:
I,

_. kl kl kl i): oij ; M_x{o, (tF _1 + d_l) _ (tl _ sj )), (_ij --

:,' k2 _2)}, (61jolj= _ {0,(t1- s_1+ d_l) - (5 + s k2= 1)

k3 k2 k2 kl k3

Oij = Max {0, (tl+ si + di ) - (tj - sj )}, (_iJ = 1)

.., k4 k2 }, k4 i)
_ Olj _ Max {0, (ti+ slk2 + dkl2) - (tj + sj ) (_ij =

-_--" The variable 0ik_measures the amount of the overlapping or conflicting

_:.: period cf time for the utilization of a type 'k' resource by the ith

and jth flights in the case where the seize times for the resource

_/_ occur before t_eir l_lunch ti_es. The _ariable Ok_
.,, measures the amount
rg:
_:+
:'*" of the overlapping period of time for the utilization of a type ik'

_i, resource by the ith and jth flights in the case where the seize times

for the resource ovvur before the launch time ti for the ith flight

k3 k4

::_i( and after t_ for the jth flight. The variables 0ij and Oij are
,- k3

_v--=" similarly interpreted'. In the case of Oij the seize times for the
_,

._!. resource occur after ti for the ith flight and before tj for _he Jth !_
=_: k4

.¢: flight. In the case of Oij the seize times for the resource by both

-;'; flights occur _fter their launch times.

_ 4. Cost Functions and Formulation of the Problem
<.

": With each overlapping period for the utilization of the same

, type of resource, there is associated with it a penalty which may

" be measured in terms of cost per unit time. Let ck_ fficost per unit

.... time arising from the simultaneous utilization of a type 'k' resotlrce

" kl

' that is associated with the variable Oij.

g
-_", XXII-5
T-l,.
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- imi_ _ _-i _. t '__ _ _ ,
I

']"3,

• , |

•A
' k2 k3 k4
"" Similar to ck_ are costs CIj , Clj, and Ci I that correspond to

k2 k3 k4
":_ the variables Oij, Olj, and 01j respectively, At this point we will

the assumption that the penalty cost Tk_ associated with the variable
kr

0ij is directly proportional to the cost per unit time, that is

,' kr kr ^kr

• TI. 1 = CIj uij , (=1,2,3,4),

..... and the total cost T is simply the, sum of such costs taking into

consideration all the M types of ground resources. Thus,

-_-i M 4

---_--';t T = Cii Ot]"_=.Z,I . .

_! k=l r=l {(i,j>/l_<i<j<n, 6k_=l}
The above cost T is the objective function to be minimized subject

_-a_ to tilevarious sequencing and resource constraints.

_'_. The assumption that no two flights are to be scheduled at the

same instant of time leads to constraints of the type

ti+ 1- t i _ d>O, (i=1,2,..., n-l).
• _

2.

The provision that the p specific flights wtth launch dates fixed at
1

• times tnl, tn2, ..., tnp may, possibly, have iaunch wtndows of certain

... specified lengths yields constraints of the type

.:_.. tn_>£t,tn_£ I, (I = 1,2,3,...,p).

The relationship between the variables ok_, (r = 1,2,3,4; k = 1,2,...,

• " ..,M) and the launch times t t, (:i = 1,2, .... ,n) given before may be

re-written in the form

kr kr kr kr kr (l_l<j'_n; r--1,2,3,4; k=l,2,...,M).
,' , -6ij tI + 6ij tj + 6ij Olj = Dij

. #,'

__t

XX II-6
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':'i Wlmr_

:. kr kr kr
,_ :, Dij = 6tj dtj ,

'_ kl k[ kl kl
dij = d t - s i + sj ,

.,: dij = dl

ik 't t

:. dij "-- d t - ,

_=__ :;" kr > U @

L'!_ b. Assumption Concerning Cost Functions and Form of the Objective

_ li Function
kr

_" For any pair _,,j) such that 6ij=l, ,

_. !: ,'enote,..-xespecgtvely, the number of replicates of a type 'k' resource

[-#2'_ uti lized by the Ith and jth flights when the seize times for this

=j. ,

i '':_ resource occur before _heir ldunch times, n k2 and n_ 2 denote corresponding

_ quantities when the seize times for the resource occur after their launch

"i times t t and tj respectively. Since our objective is, in essence, to

'::: minimize the overlapping utilization of the resources by the various

.-'_ flights, the form of the cost functions should reflect this desired

:_" feature. Among, various other possibilities, the following form appears

to be an appropriate choice for the cost functions under consideration:

i "

! ,'

i."t

i "_i XXil-7
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;_ ckl {ran(._I n._l)} c(k) Ul c(k) "_'Y^:: = , _ nij ,

"'_" ok2 kl k2 } c(k) k2 c(k)
:?",:,. : {Min (n t , nj ) = nij , say

k2 kl (k) k3 c(k) say
Ck3 {Min (nI nj )} C =_/,- = , nij •

";'" k4 k2 k2 c(k) k4 c(k)
:"_ = {MIn nj )} say'i,- el] (nl ' = nij '

, •(; .'

"-, where C(k) is the weight given to a type 'k' resource based on cost

-:' considerations relative to other types of resources t,, the collection.
¢,"',

_i':" With this assumption, the objective function may be written

'-;'," M 4

#!'g T = C (k)

-_7 k=l r=l {(i,j)/l<t<j<n}

:_ It can easily be shown that minimizing the objective ,'unctlon T is

_,._, equivalent to minimizing _ given by
"' M

.... = mij i-tj
!--%L
.... k=l { (i ,j )/1_<t<.l<n }

;-_ie where 4

k Z kr::7_'i' mij = nij •_:<7
"- r=l

?.,,.:-:" Alternatively, _ can be rewritten in the form

! - n

: ,' _ = C t (I):-_. i i'

_,: i=l

__Y

'7

'}_.i XXII-8
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'_ .

a':_ WlleI",,

,, ):'._ = ' mlr si ' "•" '

-, .. k=l i<r_<n l-_s<i

4 _ and recall that T is to be minimized subject to the following constraints:
C_

,,- -ti + ti+1 _>d, (i = 1,2, ... , n-l)
..w

t > -_i'
n t

_c t < gi' (i = 1,2, ... , p)
n t

%. :

::;-_ tI > 0, t < T,

_!_:'i kr kr = kr kr kr
-_lJtl + 61jtj 6lj OiJ --Dij 'Vg

-" _>o, ...._ (i<i<j<n; r=1,2,3,4; k=l,2, ,M). (II)

_ii We have, thus, formulated the problem as a standard linear programming

_" problem with objective function T and constraints as given in (II) above•

-_.

"- 6• Notation in Matrix Form
_:5

-_';" To computerize the problem, it may be convenient to rewrite the
_,_,'

&- objective function and constraints in matrix notation. Note that there

are n+2Mn(n-l) variables,_namely, tI, t2 ..._

11 l_ 13 14 , O_ M2 M3 M4'_" tn; 012, 012, 012, 012, ... , 012, 012' 012' .••

•, oMl M2 M3 oM4 .
,--;_. '' (n-l)n' O(n-l)n' O(n-l)n' (n-l)n

Corresponding to the constraints

;;_.. ' -ti + tl+ 1 ->d, (i = 1,2,..., n-l)

-- i: tnl > -_i' (i = 1,2,..., p)

".... Un+p-l.::i_-' , we associate n+p-i surplus variables denoted by say, UI, U2, ... ,
..

i.-> ;
-_"- } XXII-9
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.__r _ _i_y%7 _-

L__

o_J! Similarly, corresponding to the contraints

i!_ tni < iI, (I = 1,2,..., p)
-IJ

;..! t E T,
t :.! n

:..! we introduce p+l slack variables which will be denoted by Vl, v2,

_'; The objective function T can be written in the form
;::_ "., Vp+ I"

_'Jl _=c_ where c is a row vector given by

' ( _.. On)o.".; C = CI, C_, ...,

and _" is the transpose of a row vector t = (tI, t2, ..., tn). In matrix

form, the constraints can be written as AI_ = _ where A is an

{n+2p+2Fm(n-1)} X {2n+2p+21_(n-1)} matrix, tl" is the transpose of a row

vector _ consisting of 2n+2p+2Mn(n-l) elements and _" is the transpose

of a row vector toconsisting of n+2p+2Mn(n-l) elements.

_,," I_ is convenient to decompose the vector coInto three sub-row

_-_ vectors given by W = (d,__, D), where _ is a row vector consisting of
.:_.;

_I.i (n-l) elements, each element being equal to d. is a row vector con-sisting of (2p+l) elements given by _ = (_i' i , -9"2'i2' "'" ' "£p'_p' T)

=_._ and D is a new vector with 2Mn(n-l) elements given by

--_: ����"D II 12 13 l_ M4 M1 M2
_ -= (DI2, DI2, DI2, DI2, .-. , DI_, ... , D(n_l) n, D(n-l)n'

_.. DM3 M4
"_ (n-l)n' D(n-l)n)"

_.t_'',

_, The vector q may be written as

=."-i n = (t_, o, _u,V_)

, where t, O, U, V are row vectors given by

";_i'!_ --t= (tI, t2, ... , tnl, ... , tn2, ... tnp, ... tn_I, tn)'
:'"i 0 (0_, 12 l' lb M4 -M1 oM2• --= 012' 012' 012' "'" ' 012' "'" U(n-l)n' (n-l)n'

T! M3 0M4'f
' 0(n-l)n' (n-l)n,

" _U = (Ul, u2, .... Un+p_l) '

V_= (vI, v2.... 0 Vp+ I) •

XXII-IO _.'
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"_'P_-F _

_: A, which is an {n+2p+2Mn(n-l)} X {2n+2p+2Mn(n-l)} matrix, can also be

J|. '

:: most easily described in terms of submatrices. Let us first partltion

_', A as follows:

.'i_. A1

:" A2

,. AI2
_o!:!

o,_, AI3

,, AI4

:y •

o_h '

_,., Aij

_'<.:I.' °

Ain-,
j :: )n .

'i_ All submatrlees AI, A2, AI2, Aly ... , AIj, ... , A(n_l ), have

-2_" 2n + 2p + 2Nn(n_l ) colmTmS. A1 has (n-l) rows, A2 has 2p+l rows. Each

!_" of the remaining sub-matrices, (Aij, l<i<J<_n), has 4M rows._._

_:'>_}:£. The matrix A1 may be written as

= A, ,

: 1 i2--:;_"_ where A1 is an (n-l) X n matrix, 0 is an (n-I) X 2Mn(n-1) null matrix, ,
>L t

tS A_ is a square (n-l) X (n-l) matrix and 0_ is an (n-l) X (2p+l) null !

:, matrix. The elements aij of the matrix AI are given by [

" = -1, j=i
--; aij

.:i = i, j=i+i , (1=1,2, ... , n-l).

_.............. 0, otherwise

-" The matrix

• 2 = -I,• , A1

=i/':' Where I is an (n-l) X (n-l) identity matrix.

............ , " _=_ _-- -. ..;
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The matrix A2 may be written as

J

where A_ is an (2p4.1) g n matrix, 0_ is an (2p+l) X {(n-1)(2Mn+l)}

=i 2 is an (2p+l) X (2p+l) diagonal matrix.null matrix and A2

5: The elements alj of the matrix A_ are given by

-4'

_ aij = 1, i=2r-l, Jffinr[

_: (r=],2, p),
i:_ = i, iffi2r, j=n r """ '

}ii,
= [, i=2p+l, Jfn,

= 0, otherwise.

The elements of the diagonal matrix A_ are given by

all = -i, if i is odd and i < 2p+l,

= l, otherwlse.

The matrix AI2 may be partlt_oned as

AI2 (A_2 ' 2ffi AI2, 0_2)"

Ai2 is an 4MXn matrix. The elements being zero everywhere except for

11 12

columns ] and 2. In order, the 4M entries of column 2 are 612, 612,

*, ,_ _I_ ... , M1 _12'M2._IM3pM4 •612' _12' 2' 612' 6 , 612. The elements of Column 1 are

2 is
simply the negatives of the corresponding entries of Column 2. A12 i

J

an 4MX4M diagonal matrix. The elements in the diagonal are, in order, !

ithe sameasthoseo_eel.m.2o_the_tri_A_2.0_2isan4MX {_,+2p
!

:" +2Mn(n-l)-4M} null matrix. The matrix A(n_l)n may be partitioned as I

I ! 2
A(n-l)n = (A(n-l) n' 0(n-l)n' A(n-l)n)"

L
A*
(n-l)n is an 4M X n matrix. The elements being zero everywhere except

for the last two columns. In order, the entries in the last column

are _** 6.2 613 6 TM 62.
(n-l)n' (n-l)n' (n-1)n' (n-l)n' (n-l)n' "'" '

6MI 6M2 M3 M4
6(n_l)n. 6(n_l)n. Entries i,,the (u-l)th ¢,,|um,(n-l)n' (,,-t)n'

are simply the negatives of the corresponding entries of the last column.

XXII-I 2
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1._ Ol
"- (n-L)n In ;m 4M × {n+21,+2Mn(n-l)-4M] null .mtrk:. A_n_l) n t._; ,an

,il 4M X 4M diagonal matrix. The elements of tl., dl,agonai, 1..rder, ,arc,
,6 ,

|;i _ the stone ,as those of the- last column of th,., matrix Aln_l) n. Tilt. otlmr

[___i subm¢ltrices ALl. (I<L_ j<n) may be partitlom,d a:_
f::

: ' AiJ = (^]i' olj, Atj, otl).

i_,-_ A_.] is an 4M X n matrix. The entries be/n_ zero everywhere exct,pt for

_i columns i and j. In order, the entries Ln column j are ,
1 3 1_ 2 1 MI M2 M3 M4

_ij' 6ij'6iJ' "'" ' _ij' 6ij' _ij' 8iJ' Entries in column i are

simply the negatives of the corresponding entries of column j.

_ 0ijl is an 4M X { (2n-i)(i-l)+2(j-i-l)} 2M null matrix. A_] is an
I

4M X 4M diagonal matrix. The elements of the diagonal, in order, are

I . Lastly, 02 is an
!_'" uhe same as those of column j of the matrix Aij lj

4M X {(n+2p+2Mn(n-l)-2M(2n-i) (i-l)-4(j-i)M } null matrix.

.

7. Concludinj[ Remarks

_:- In this prolect we have formulated the problem of optimal use of

_i} ground resources for future space missions by means of an approximating

mathematical mt,del based on assumptions which reflect the actual sltua-

. tiou to a certain degree. With these assumptions, a linear programming

,i'.; l, rohl_em (LPP) l ormulation has been developed. The results generated

,: by this LPI'will be optimal to the extent that these assumptions are

;, :_Lalthful representatxon of the "real world" sclaedullng problem. We

_: ar_ now in a situation where wt.will be able to compare these results

_." with those, _en_,rated by tht, heurlstic_ of the existing methods. Based
2

,.._ _,i,this con:l,arlson, a lecisi,,u will be made whet_ler to continue ,,sln_:

_'i the' heuristLcs _,r ruplace Ltlem by tile proposed model.
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ABSTRACT

.... SENSOR CONTROL OF ROBOT ARC WELDING

; Fred Sia_

.i,_ Clemson University

"', • A basic problem in the application of robots for welding i_
_ how to guide a torch along a weld seam using sensory
.:- information. The primary motivation for this effort is to

""-: raise the quality and consistancy of certain Gas Tungsten Arc
_:_ welds on the Space Shuttle Main Engine (SSME) that are too

_:'" complex geometrically for conventional automation and
_ therefore are done by hand.

_ Last summer the o_erall problem was studied with a broad
° 2_, perspective. This included an analysis of the particular
_ problems associated with SSME manufacturing as well as

_:_ weld-seam tracking with an emphasis on computer vision
methods. A number of conclusions and recommendations were

_:. proposed.

,:" During the past year NASA has acquired most parts of a
°"'_ research system to study weld-seam tracking on the SSME. That

......_. system includes an Advanced Robotics CYRO 750 robot, a
_--[" computer-vision based seam-tracklng system, a Digital

_,"b Equipment Corporation MINC-23 general-purpose computer and
! special-purpose software to integrate the system. The control

_,,_; software for the vision subsystem and special interface
O"r

__._ software for the robot is still under development.
_ Applications software for the MINC-23 is scheduled for future

'_, re se arch.
>,,

.... The effort this summer has been to develop special interface
:; software for the MINC computer that will allow it to be used

/:" both as a test system to check out the robot interface
_' software and later as a development tool for further

_-: investigation of sensory systems to be incorporated in NASA
..{_ welding procedures.
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1.0 INTRODUCTION

I.I OVERVIEW:

A basic problem in the appllca_ion of robots for welding is
how to guide a torch along a weld seam using sensory
information. The primary motivation for this effort is to

, raise the quality and consistency o_ certain Gas Tungsten Arc
Welds (GTAW) on the Space Shuttle Main Bngine (SSME} that are
too complex geometrically for conventional automation and are
done by hand.

Last summer the overall problem was studied with a broad
perspective. This Included an analysis of the particular
problems associated with SSME manufacturing as well as

_ weld-seam tracking with an emphasis on computer-vision
: methods. A number of conclusions and recommendations were

:" proposed.

During the past year NASA has acquired most parts of a
research system to study weld-seam tracking on the SSMB. That
system includes an Advanced Robotics Cyro 750 robot, a
computer-vision based seam-tracklng system developed at Ohio
State University, a Digital Equipment Corporation MINC-23
general-purpose computer, and special-purpose software
to integrate the system. Control software for the
vision subsystem and special interface software for the
robot is still under development. Applications software
for the MINC-23 is scheduled for future research.

Tile effort this summer has been to develop special interface
software for the MINC computer that will allow it to be used _.
both as a test system to check out the robot interface
software and later as a development tool for further

: investigation of sensory systems to be incorporated in NASA
welding procedures.

The hardware and software for the robot External Device

Interface was dellvered only three days prior to the date of
this report. At that time it was discovered that some

"i features of the interface specifications had been changed,
were not completely defined, or were yet to be finished. For
example, the initialization procedure to establish
communication between the robot an an external device requires
an exchange of several messages not completely spelled out in
the Advanced Robotics External Device Specification of 27

: April 1984. Several weeks prior to the date of this report,
Advanced Robotics indicated that several programs in the robot
systems software have not been written and will be delivered

._ at a later date.

_ XXIII - 5
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Based on these last-mlnute conditions, a new initialization
routine for the MINe system has been added and is in the
process of being debugged. Completion of the system must
await additional programming effort.

1.2 EXPANDED ROBOT-SENSOR RSSEARCH:

A robot interface _o an external computer provides addltlonal
capabilities for developing new robot-sensor features. An
external computer, such as a Digital Equipment Corporation
MINC-23, provides various special devices including
analog-to-digltal converters, digital clocks, digital input
and digital output interfaces that may be used to acquire
sensory information sultable for controlling a robot arc
welder. For example, additional vision capabilities suitable
for global positioning of. the robot are possible. The abillty
to incorporate Special penetration Sensors or alternative
power input measurements is made posslble by an addltlonal
external computer.

:! In addition, an external computer makes it possible to enhahce
several of the operating characteristics of Advanced Robotics _

:_ robot. Examples of this include off-llne storage of N/C
programs on MINC flexible disketts and the use of MINC

: peripherals for editing and printing robot control programs.

::i The software described in this report provides a baslc system
_.: that may be used to check out various communication functions
: that are described in the Advanced Robotics Corporatlon
-i External Device Interface Specification dated 27 Aprll 1984.

The new communication subroutines provide a foundation for
further expansion of the MINC-23 for additlonal welding-sensor
re se arch.

:" XXIII - 6
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.::, 2.0 OBJECTIVES

•'" 2. I PROBLEM STATEMENT"

•:: The overall objective of this research is to investigate
techniques for enhancing robot-weldlng capability. The more
limited problem addressed this sun_wr., may be stated asi

follows :

How to program the MINC-23 computer to communicate
.... on-line with the Cyro 750 Robot to provide both interface
'i_ cl,eck-out programs and additional software modules

suitable for expanding Sensory-systems research,

The broad problem statement has been further subdivided
• to identify problems that may be associated with specific

tasks that are, in turn, solved by writing specific software
•- _ modules. These include =
• -c

:'-h

i i. HOW to write a..routine to control user interaction

with the MINC-23.

'._: 2. How to write basic communication subroutines for

:_ transferring data between the MINC-23 and the Cyro 750

:"I! robot.

_: 3. How to include special subroutines that may be used
S

,'- for de tect ing and transmi ttlng Individual handshaking

logic signals f_)r interface checkout.

': 4. How to run Cyro 750 control program from the console
of the MINC-23 computer,

, 5. How to save and retrieve robot control programs on '
the MINC-23 flexiDle diskette file storage system.

6. How to test and exercise other features offered in

the Advanced Robotics External Interface Specification
but not specifically used or t_sted by the Ohio State
vision system.

7. How to incorporate the above capabilities in a system
software package which may be easily modified and
expanded.

8. How to facilitate future modification of the system
for operation under other real-time operating systems
such as RSX-IIM.

XXIII - 7
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3.0 DESCRIPTION OP ROBOT INTERFACE
j

3.1 CYRO 750 HARDWARE INTERFACEz

Communication with the Advanced Robotics Cyro 750 robot Is
provided by the addition of a speelal feature to the basic
robot control computer. This interface includes both hardware
and software.

The hardware specification provided by the vendor is shown
dlagramatlcally in Figure 3. I. The initial installatlon will
provide only one connector and the indlvidual interface switches
shown are not Included, Actual communlcatlon with an external
device is provided by the optional DRV-I1 Parallel Interface
Module with the logic signal definitions Shown in Figure 3.2. ',
Prellminary specifications of the pln connect- ions in the ' '

_ _ connector attached to the C_,ro 750 are shown in FigUre 3,3.

__ 3.2 PARALLEL INTERFACE HAND6HAKING PROTOCOL:

q: ?
211 The handshaklng protocol defined by Advances Robotics is as I
,__Li follows : !

_. Output from Robot -

_ i. Write data co port. i
" 2. Set CSRI (Logic level CSRI indicates data ready.)

3. Wait for REOA to be set. (Logic level REOA from

: external device indicates that it has accepted data.) I
If not set in 5 seconds, then exit to error recovery.

4. Clear CSRI. :?
5. Wait for REQA to be cleared. If not cleared in .:

500 milllseconds, then exit to error recovery.

Input to Robot -
The REQB signal llne (Loglc level from the external
device is used to generate an Interrupt to indicate that
the information .is available on the port.

I. If REQB is not sets then exit to error recovery.
Read data from port.

: Set CSR0. (Indicates that data has been read.)
4. Wait for REQB to be cleared. If not cleared .in

500 mllllseconds, then exit to error recovery.
5. Clear CSR0.

The exit to error recovery comments in the above protocol
cause program control to return to the mainline program where
different consequences will occur depending on the source of

, the error. In some cases the robot software may attempt to
re-transmlt a message and in other cases an error message may

'_:, XXIII - 8
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"i!

EXTER_IAL DEVI.GE INTERFACE(S) HARDWARE STRUCTURE:

,.7

:'[i ENABLE/DISABLE SWITCHES O_l ROBOt. FRONT PANEL:

I

•.._ Interface #i I Interface .#2

:.'_ Enab le/D £sab le Enab le/Dis ab le
• = Svitch ""

{ 1,_

}_:i [ ROBOT CONTROLLER I
(11/23 SYSTEM)

_

:-.._. Interface #1 Iuterface 02
DRV-II (Parallel) DRV-II (Parallel)

,,.. or DLV-II (Serial) or DLV-II (Serial),,,. i

i. CONNECTORS LOCATED ON CONNECTOE PANEL
'-"}" I

! t:

i
Figure 3.1 - External Device Interface Hardware

;I

:!
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Figure 3.2 - DRV-11 Parallel Interface
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PA RA LLE.L [ NTER__ACE

_ ,,. P._iiJL.._ _S._E._E._ ',S'Noce - all odd pins are gcound

2 IS07
,.- _ IN06

,, 6 IN05

_=" l0 ITS03
12 IN02

16 IN00

!i_," 18 NEW DATA READY
:=J" 20 DATA TKANS
i._!, 22 CSRI

24 CSRO
_=.'. 28 REQ B
"'-:_ 30 REQ A
_--_:o 34 OUT07

36 OUT06
__-_-- 38 ouTo5
_-_; _o OUT0_

•• 42 OUT02
44 OUT02

_6 OUT01 :
48 0UT00

Connect.or ac Concrot Cabinet - combinat, ion mount Detca Ribbon

!_.: Socke'. (3565 -I000 ).

:_ Hat:Lng connect:or - 3H (3564 - I00i).

•_. Plug ,

/

F

i-_, ,_ Figure 3.3 - Parallel ZnterEace Connectoe
P
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.=.:,. be displayed indicating that the external device is not ready

_&:i_ to communicate with the robot.

i_'_!i"_,,. A similar interface handshaking protocol could be written from

_i!. the viewpoint of the MINC-23 computer. However, the MINC
,. specification is merely the mirror image of the robot protocol

_/i so there is no real need to present it explicitly.

"_ 3.3 MESSAGE PROTOCOL:

_,_i,._ Messages to and from the robot are transmitted as variable• length sequences of 8-bit bytes. The entire message, along
_i_; with several contltol bytes, is transmitted in a single burst
i_ An acknowledge message is expected from the receiving device
-_. when the _ntire message has been received. Handshaking, as
_ described in the previous section, is used to synchronize the
=_ transfer of individual bytes of data. A i00 millisecond
_ timeout iS established for the initial handshaRing response
_.,_> from the receiver and a I millisecond timeout is established

_{_ as the limiting waiting period for a handshak ing signal

_.._ between bytes of data. The following message protocol is
.... quoted from the Advanced Robotics External Device Interface

%:i'.! Spec if ication:

'_ "Length - a byte of information is transmitted by the
sender indicating the length of the type code and data
portion of the message. The length of a message can

__ range from 1 to 254 bytes.

_. "Sequence number - a byte identifying each message. This
_:!_- number will be used to reference a particular message,
___'! for example, an error message may reference this number
_?-: to indicate which error caused a message.

. "Type Code - a byte indicating the type of message that
--_': is being transmitted. This message is used to define the
_'_ format of the data following, and is appl icat ion
--,_- dependeDt.

,i. "Data - 0 to 253 bytes of information that are
--_ application dependent. The number of data bytes plus the
-,_ type code byte defines the length of the message.

"Longitudinal Redundancy Check - a byte transmitted by
the sender to verify that the type code and data were

• correctly received. This is a software computed check,
-: and is unrelated to any hardware checks that may be
•. performed. The LRC will be computer by exclusive or-ing
....- the length with 'FF', then using the result to exclusive
, or with the sequence number, then using the result to

exclusive or with the type code, then using the result to
excluslve or with each byte of dsta.

_.[........... "The message will be complete when a byte is transmitted

:: XXIII - 12
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i_ _' by the receiver to acknowledge the correct or Incorrect
i : receipt of the message from the sonder. If the LRC

i;_ .. computed by the receiver matches the LRC sent by the
_ sender p then the measage was received correctly."

_: A response of 1 (binary) is transmitted by the receiver if the
_ calculated LRC matches the received LRC. k response of 2

(binary) is returned if the LRC does not match.

_ 3.4 MESSAGE TYPES

_ii, Six message types are supported by the Advanced Robotics

_.. External Device Snterface. These are described in detail in
,, the APPENDIX. Data iS trahsmltted in 8-blt bytes, however,

_ some data represents 16-blnary integers, while other data
_ represents ASCII coded text messages. Where data represents a
_ distance, the 16-bit integer is scaled to represent 1/128 inch/'C

_!= (.0078) per bit. Angular information is scal-ed to represent
_'_ 1/10th degree per bit. The message types specified in the

ii!i Advanced Robotics External Device Speclfi_atlon (27 April
.._ _ 1984) are as follows=

7_ . "Messages from the robot to all devices

1_, - Request Device Identification/Status - Type Code 1
- Program Status Mode - Type Code 2

_-": - Welding Status Mode - Type Code 3

_ - Robot Positions - Type Code 4
_ Soecial Message co Device -Type Code 5

;__ - Error - Type Code 6
-'. - Robot System Parameters - Type Code 7
_ - Device Modes - Type Code 8

"Messages from the Robot to Sensor Devicesi "o'

i:!_' - Sensor Set-up Parameters - Type Code 33- Sensor Table Parameters - Type Code 34
•"_:. - Sensor Position Definition - Type Code 35
.... - Sensor Diagnostic - Type Code 36

,'" - Sensor Calibration - Type Code 37
'_" - Search for seam - Type Code 38

!-. "Messages from Robot to Computer Devices

- Load pro0. f_om Computer Acknowledge- Type Code 65

_ - Save Program to Computer Acknowledge- Type Code 66._- - Save Program to Computer Type Code 67

• "Messages from all Devices to the Robot

: _ o Device Identlfication/Status- Type Code 129
: ". - Set Program Mode - Type Code 130
!- ' - Set Welding Mode - Type Code 131

.._ - Request Robot Positions - Type Code 132

:',__' XXIll - 13
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-'4'

: - Special Ressage from Device - Type Code t33
- Error- Type Code 134

.,_' - Jog - Type Code 135
_- - Stop Jog - Type Cod_ _36

"..:: - Move Robot - Type Code 137

"_:... - Request Robot System Parameters - Type Code 138

.......,_ "Messages from Sensor Device _o Robot

;;_: - Override Data - Type Code 161
.... - In Position Command - Type Code 162

.,.i_ "Messages f_om Computer Devices to the Robot

o_.!:_ - Request Save Program to Computer - Type Code 193
!_,;.i.. - Request Load Program from Computer - Type Code 194
,;_......"_ - Load Program from Computer - Type Code 195"

,,¢___

i

=,_: i

i.-' ,t

= _ .',

,!.

).,,

,' i

t
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4.0 DESCRIPTION OF MINC-23 INTERFACE

4.0 MINC INTERFACE MODULES:

Digital communication with the MINC-23 computer is relatively
straightforward. It is accomplished using standard MINC
digital input modules referred to as MNCDI's and MINC digital
c put modules known as MNCDO's. Up to a maximum of eight of
e_-her type may be incorporated into a system. The system
referred to as the "External Computer" for the Advanced
Robotics system, Includes two MNCDI's and two MNCDO's. Each
MNCDO or MNCDI includes 16 output or 16 input lines,
respectively, plus connections for strobe and reply logic
signals. Figure 4.1 shows the connector blocks for the MINC
digital input and output module along with notes that identify
the logic signals that may be used to synchronize
communication with various peripheral devices.

4.2 THE MINC-ROBOT INTERFACE:

The communication link between the MINC computer and the
Advanced Robotics External Device Interface is shown in Figure
4.2. The MNCDO's and MNCDI's were determined to be sultable

for communication with the robot rather than Installing an
additional Digital Equipment Corporation DRVll module which
would perform essentially the same function. A second pair of
digital interface modules is available to perform additlonal
communication duties such as relaying data back and forth
between the MINC and an Ohio State University welding
seam-tracking system that will be attached to the same robot.

The interface shown in Figure 4.2 includes some features that
should be described. Although the MNCDO and MNCDI modules

•._ include logic signals for handshaklng, it was determined that
::.-i these inputs and outputs were designed for short-duration

i._ .... pulse signals rather than logic levels that remain set until
answered or cleared under program control. Based o, the
Advanced Robotics External Interface Specification it was

r decided to use the circuit shown in Figure 4.2 rather than
"'I attempt to use the pulse handshaklng signals which could be of

such a short duration that proper sychronlzatlon between the
'_ robot and MINC would not be possible. (This problem may be
':_ explored further once the External Interface hardware and soft

ware is installed in the Advanced Robotics robot controller_

;_ however, ther_ appears to be little reason for using th_
_ regular pulse handshaking inputs rather than the configuration
.'i'! chosen here .)
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._*:, MNCDI Digit.I Input
INPUT FOR EXT§RNAL VOLTAGE
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,.: Oil _0

_,,.. OII II
012 111 INPUT LINESSTO 15

_, Oil II
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.v_ *SVREF 13 -" OEVICESIS2mAMAXI
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_., :TROBE INPUT ACCEPTSSIGNAL REPLY I I ---- NEGATIVE.GOING PULSETO INFORMII/iS tllN'l) FROM EXTERNAL

:: APPARATUSWI_ENPARALLEL DATA STflOgE 10., EXTISRNAL APPARATUSTHAT

%_. WORD IS READY FOR TRANSFE_ 007 9 / PARALLEL DATA TRANSFER HAS
_,,, 006 8 / BEEN ACCOMPLISHE0|

O0S 1 /
• i: 004 E /

-:_ '_'_ CAUTION" Incx/IklWll Io STROBE 0(13 S _ INPUT LINESO TO ?
--._-_?. m DATA Wmm_t maste_ e_eeed D02 4

,_,,; .16 or *2or. 001 3 '
, _ 000 2 )

_,,_ MNCDO Digital Output Unit

"?'_ ": EXTVOLT 24 -- EXTERNALVOLTAGEINPUT
"?_ " USER GROUND---,,- met IP_

¢*30 V MAXIMUM. AT 100 MA)

,_'_L,'- HB STRB ;12 __ GENERATES "DATA READY"SIGNAL FOR EXTERN'AL PARALLELDiS 21
,'_r,, TRANSFER INSTRUMI_NTS

..... 014 _O

_-;, . DI3 19
,_ OI2 18 OUTPUT LINESBTO I§

_";..- Dll 11_ IHIGH BYTE)
OIO Ie

'"" O00 14 *S V REFERENCE SOURCE
.,; *Ev_e! 13 -- FOR EXTERNAL DEVICES
?,;

": REPLY INPUT RECEIVESDATA 1oiij¢_1 12 (S_ mA MAXIMUM)
._ ",: ACCEFIliO SIGNAL (I wSMIH| -- . RPLY I I

,_, FROk' EXTERNAL INSTRUMENT LB STRBo0710S ._.,, FOR REAL.I I USER.FUNCTIONALLY._ IOENTICAL TO HBSTRB
[

_';" 006 O I
:'_ "'" DOS ; i' I
,,: D04 6 L QUTPU,_ LINES 0 TO
,:', 003 S _" (LOW BYTE)

/? 4 I
," i_! 3

' Vile led I --USER GROUND

LINES 0.-I|:
:, '. EET-_ LOW|TAI_ _"_ _ / CAUTION: I_ Iwolt to RPLY

;,t_ CLEAR -* HIGH STATE | _ termk_l mustnot exaed -Ieer *N V.v

"i FLguL'e 4.1 -MINC Digital I/0 Terminal Blocks
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The interface connections shown in Figure 4.2 utilize the
h_gh-order two bits of the digital input and digital output
modules for handshaking. Since only 8-bit bytes are
transferred back and forth between the two devices, the
high-order 8 bits of both the 'input and output modules are
unused for data transfer and may be used for handshaking
purpose_.

The software described below was designed to functlc _. in a
simple polling mode_ however, the MNCDI and MNCDO modules make
provision for hardware interrupts. An interrupt signal may be
obtained either from the pulse logic handshaking inputs or
from the high order two bits on the MINC digital input module.
This choice is controlled using software to appropriately set
a hardware control�status register In the interface module.
(Relatively slight modification Is required to change the
communications software from a polling configuration to an
interrupt-driven system. This may be more desirable should
the software be modified for applications other than the
interface check-out functlor,, described in this report.)

i

5.0 INTERFACE TEST HARDWARE i
!

5.1 INPUT-OUTPUT TEST REGISTERS: I

Since the CTRO 750 robot interface hardware described in this

report was not available for test purposes while the software !

was being written, it was deemed desrlable to test proper !
handshaklng and data transfer using a temporary breadboard
in=efface. The circuit constructed for this purpose is shown _:
in Figure 5.1. A single 8-bit dual inline switch is used to •
control six low order bits for data input and the two
high-order switches are used to control the hlgh-order input
bits for handshaklng. Unused input connections are wired to
ground to simulate "zero" input levels on those input signals.
A ten-blt light-emlttlng diode (LED) package enables one to
observe all eight data output bits plus the two output
handshaking signals.

The communications software described in the next section is
tested by manipulating the switches in the proper order to
simulate the signals transmitted by the robot to the MINC. i
Data and handshaklng logic levels transmitted by the MINC are
observed using the LED register.
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6.0 SOFTWARE DESCRIPTION

6.1 OVERALL DESIGN:

The software system for MINC-robot communication and checkout
is called CYROI. It is a menu driven, modular system that
allows a user to communicate with the robot in three different
modes :

i. Transmit and receive individual data bytes and flags.
2. Transmit and receive arrays of data prepared or

displayed in Hexadecimal format.
3. Transmit and receive standard messages as defined in

the Advanced Robotics External Device Interface

Specification.

Control of the CYRO1 system is achieved by selecting functions
by number from the following main menu that is displayed when
the program is loaded:

I. MOVE robot.
2. Request robot POSITION.
3. Request robot system PARAMETERS.
4. Send IN-POSITION command.
6. SAVE program from robot.
7. LOAD program to robot.
8. RUN a program.
9. Send a MESSAGE to the robot console.
I0. Single WORD I/O.
11. RECEIVE an array.
12. TRANSMIT an array.
"E" EXIT to the operating system.

only the number and a carriage return is typed for menu
selection, although additional parameters or data may be
requestec] when the program branches to the appropriate
subroutine.

Routines that interact directly with the MINC digital input
and dig ita I output inter faces are written in assembly
language. In particular assembler routines DOUT and DINP
permit the user to output or input a single 16-bit value to or
from the MINC digital I/O modules. The transfer is a "jam"
transfer to or from the I/O hardware and the subroutines
perform no error ahacking. Data to be handled by DINP and
DOUT are manlpulated by FORTRAN calling routines that handle
terminal input and output and perform any required conversions
between Hexadecimal and binary formats.

SEND and RECEVE (spelled as shown) are two assembler
subroutines that transmit or receive complete arrays of data
that are manipulated by calling FORTRAN routines. The two
subroutines called SNDBYT and GETBYT could be referred to as

device handlers since they handle the actual input and output
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and take care of the appropriate handshaking protocol
described in section 3.2 of this report. SEND and RBCEW
transmit complete arrays of data and receive or return
appropriate single-byte aeknowledge messages.

SNDBYT and GETBYT are the enly message-handling subroutines
that directly affect or are affected by interface hardware.
At the presen.t time, polling techniques are used to
synchronize input/ou_put operations with handshaking flags.
The system could be converted to an interrupt-driven
environment by merely altering these two rather simple device
hand ler.s..--

Most of the rest of the C_RO1 Software package consist of a
set of FORTRAN subroutines that merely prepare or accept
various messages that are moved into or out of a 257 word
integer array that is, in turn, processed by subroutines SEND
or RECEVE that handle the actual I/O as described above • I

Software listings and detailed documentation for each routine t
is included in the APPENDIX. _

6.2 SINGLE-WORD I/O MODE !_

At the most basic level of operation, a user of CYROI can
examine individual bits that are transmitted to the MINC

digital input interface• This mode of operation allows one to
examine flag bits and, in general, step through a basic
handshaking protocol to determine Whether the robot interface
is functioning as described in the specifications. Single
bits may be set in the output regls£er fo_ similar debugging
purposes.

Once the general behavior of the communication link has been

determined, the next level of operation at the message level _ ,
may be tried. Any arbitrary message may be generated or
accepted using the array handllng options. All data I/O is in
HEX, therefore any array of bit patterns may be created for
test purposes. The complete array is transmitted or received
as a message•

A selected group of messages may be chosen from the main Menu.
In general, the message-handllng provided in the menu is to
test a number of External Device Interface functions that are

either important for off-llne prog_-am manlpulation or will not
otherwise be tested using other hardware such as the Ohio i
State seam-tracking system.
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6.3 ASSEMBLER COMMUNICATION ROUTINES:

Four assembly language Communication routines are used for
passing messages between the M INC computer and _he Cyro 750
robot. SNDBYT accepts a slngle byte from the calling program
as a parameter in hardware register R0. The subroutine, after
optlonally masking the data, outpt_ts the data to the digital
output hardware by merely implementing the handshaklng
protocol described in section 3.2. GETBYT, in a similar
fashion, accepts a single word from the digital input module
and returns the word to the calling program in register R0. A
mask parameter permits one to eliminate any desired bits from
the input word.

While each I/O data transfer is handled by SNDBYT and GETBYT,
the subroutines SEND and RECEVE manipulate entice arrays of i
data passed to or from calling programs and calculate
Longitudinal Redundancy Check bytes that ate used for insuring

that messages are not corrupted during transmission. SEND and
RECEVE are also responsible for measuring tlmeout periods, and
sending appropriate error codes to the calling program or over
the communication link. SEND does not release control until

: an acknowledge byte is returned from the robot or a 5-second
:; timeout period passes without response. RECEVE is responsible
' for checking for LRC errors and returning the appropriate

acknowledge byte to the robot before returning control to the
calling program.

6.4 MESSAGE HANDLING IN FORTRAN_

All messages generated by the basic checkout routines in CYROI
are created by the FORTRAN subroutines MOVE, POSIT, PARS,
INPOS, SAVE, LOAD, RUN, and MESAGE. The names obviously
indicate the correlation between the subroutines and the main

menu. These routines merely use terminal I/O for user
interaction and generate messages that are passed to and from
the assembler routines in the 257 word integer array IDATA.
FORTRAN subroutines that fill the IDATA for message
transmission do not calculate the checksum. The checksum is
calculated by the subroutine SEND and placed at the end of the
array prior to message transmission.

The FORTRAN routines listed above also process error codes
received from SEND and RECEVE. Appropriate error messages are
displayed on the MINC CRT display to aid in debugging
problems. Data received from the robot is formatted and
diL_pl'¥ed by the FORTRAN subroutines.

Several FORTRAN utility subroutines are included for data
conversion required for some displays or keyboard data input.
HEXIH accepts 16-blt integers from the MINC keyboard and
converts them to simple binary integers. Subroutine ATOI
converts the ASCii value of an input HEX integer to the
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corresponding binary integer. H_XOUT performs corresponding
conversion duties when data is displayed in HBXo Subroutine
CNVDIG accepts the binary representation of the HEX dlgtts to
be displayed and converts them to the corresponding ASCII
codes for transmission to the CRT dlsDlay.
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7.0 CONCLUSIONS AND RECOMMENDATIONS

7.1 GENERAL CONCLUSIONS:

The software described in this report is a prototype system
for interfacing a general-purpose digital computer and a
robot. The routines were designed to provide a general

° communications capability as well as test a number of specific
robot control features described in the Advanced Robotics
External Device Interface Specification. Each of the routines
in the software package have been tested using a breadboard
simulation of the robot interface since the hardware to
actually attach the MINC to the Advanced Robotics Cyro 750
robot has not been installed by the vendor. The software
described in this report has been written based entirely on
the written interface specification and partially tested using
a breadboard simulated interface.

The simulated interface makes it possible to transmit test
data to the MINC computer using a manually set external
register and also to visually display data being transfered
out of the MINC computer. All routines have been tested using
the simulated interface and the appropriate sequence of output
signals were displayed and the routines responded
appropriately when the proper sequence of input signals were
received. Further debugging will require the actual hardware
interface. Should problems occur during the actual checkout
procedure, The single-word I/O routines (menu select item i0)
will make it possible to examine individual data and control
lines to locate any possible incorrect circuitry.

7.2 RECOMMENDATIONS:

Recommendations fall into to two categories: (i) Software
checkout and (2) Future Development:

Software Checkout - Two steps are required before the
software can be checked out by actually communicating with the
Cyro 750 robot. First, the hardware interface must be
physically installed in the robot controller. A plug will be
installed on the control panel for external connections.
Advanced Robetics will diverge from the 27 April 1984 since
two separate plugs and enable/dlsable switches will not be
installed. Second, a cable must be assembled £o mate the
robot interface plug with the MINC digital input and digital
output connector blocks. Software checkout may then proceed.
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It is recommended that the single-word input command be used
to examine the individual signals being sent to the MINC
computer when a robot transmits data on the external
interface. A "Device Identlfication/Status" request (Type
code i) would activate ou_:put lines from the robot to the
MINC. If the appropriate signa_ lines appear to be active,
select menu selection II to "Receive an array." The complete
message from the robot should be transferred with proper

, handshaking and the message in HEX will appear on the MINC CRT
display. A satisfactory exit from this function will
demonstrate partial reverse communication since an acknowledge
byte must be transmitted to the robot and the robot control
software should respond appropriately.

Once message communication has been established from the robot
to the MINC, the reverse communication path may be tested by
selecting a menu item such as menu selection 9 to send an
ASCII message to the robot CRT display. The more complicated
functions of the checkout software package may be checked once
two-way communications has been demonstrated using the least
complicated routines such as those mentioned above.

Future Development - The software system described in this
report provides a basic system for testing MINC-robot
communication. In addition, this basic software package
provides useful operational software since programs can be
saved from and loaded to the robot.-. Once loaded, programs can
be executeu from the MINC console and operational data can be
obtained from the robot. At this point it will be possible to
determine the feasiblility of obtaining robot positional data
while the robot controller is actually in the process of
executing a weld, for example.

The _utcome of several experiments using this software package
will guide future software development. Additional w

- development falls into three categories:

I. To develop new operational features.
2. To incorporate the MINC computer in on-line control

of the robot.

3. To establish the desirability and possibly convert
the software to operate in an interrupt-driven mode.

4. TO investigate and possibly convert the system to
function under another operating system such as
RSX-11M.

A number of new operational features could be easily
incorporated in this checkout package. For example, off-line
printing of the robot numerical control programs would be a
natural extension of the program SAVE feature. Off-line
program preparation and editing using the full-screen editor
available on the MINC system would greatly facilitate program
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preparation and modification. With some more additions the

, MINC system could be used to communicate with other computers
and obtain dimensional information regarding parts to be
welded and, with appreciable additional work, produce
numerical control programs directly from computer stored
drawings of the parts to be welded.

, The second area of possible future system expansion would be
to place the MINC within the control loop between the Ohio

' State University seam-tracking system. Control information
, could be passed through the MINC computer with a delay in the
- microsecond range. This would permit the MINC to either

monitor corrections applied to a seam-tracking weld
application or, alternatively, interpose requests for position
information from the robot regarding the "true" or corrected
seam path. Using this information, "fill" passes of the weld
seam could be accomplished using new information rather than

._ by applying correctiona to the original penetratration pass
_ �N/Cprogram. It is possible that fill passes will not be able
:C to use the same visual seam-tracking algorithm that is
;:_ incorporated in the Ohio State system for correcting the
i_ penetration pass.

The current MINC-robot communications system does not operate
in an interrupt driven mode since only one process is executed
at a time in the test mode. It is unclear whether there is

any advantage in developing a system that can handle multiple
processes with the attendant overhead that is incurred to
service interrupts. The MINC computer is unlikely to be used

,_ for entirely independent processes, such as program
development, while it is being used on-line with the robot.
N/C program development will probably be handled when the
system being used for automatic welding.

The most demanding environment will be when the MINC is
handling sJmu!taneous communication with the robot, the vision
seam-tracking system, and possibly with off-line computers
that process dimension information regarding parts that are to
be welded. It is likely that the robot control system will
provide the most serious constraint on the ability to control
robot joint serve motors and simultaneously transmit joint
position information to the MINC for multi-pass welding.
Under such a circumstance the MINC may be installed within the
control loop to either pick up correction information being
passed to the robot from the vision system or interrogate the
robot for position information between periods when data is
being passed to the robot by the vision system. In either
case i, may be desirable to handle the communication and data
collection as a single process to eliminate the overhead due
to servicing interrupts. There may be no clear reason for
separating the tasks that must be accomplished into several
asynchrgnous processes. For example, data from the vision

m
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system could be passed on to the robot and _imultaneously
stored in a buffer in the NZNC by me=ely echoing incoming data
on the outgoing line =o the robot and then save the data in

:., buffer. The complete sequence of operations could probably be
:, handled in a shorter period of time than would be required to

service interrupts to swltch between separate processes.
Should the timing requirements be less stringent, one might
find a conversion to a interrupt driven process would

. facilitate concomitant file manipulation. The final answers
_ to the questions raised here wlll require further study and

possibly experimental data obtained using the existing
programs to interrogate the robot while N/C programs are being
processed.

A final area for further investigation is in regard to the
operating system to be used. The system provided with the
MINC-23 is RT-II. This is baslcally a slngle-job or, at best,
a background-foreground system with interrupt processing

_ capability. The MINC-23 could be operated using the RSX-IIM
operating system which provides a much more scphisticated

_ multiprocess operating system. A conversion to RSX-II may

_:. involve more considerations than merely the desire to use a
_. more sophisticated operating system. For example, support by _

other laboratories at NASA may be easier to obtain if the
system operates under RSX-II since the more advanced operating i
system is currently in use at other installations at the
Marshall Flight Center. On the other hand, greater
flexibility usually entails slower response times when
servicing interrupts. Again the optimum choice is not clearly
evident and further study and perhaps experimentation would be

" required to provide a final decision. The conclusion to this
final question will undoubtedly require the Inte:action of
this laboratory with other NASA laboratories.
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APPENDIX
i i ill

SOFTWARE LISTINGS
t ,

PROGRAM ; DESCR I PT ION:

CYROI - Mainline FORTRAN program with menu.

i SEND - Primary communication Subprogram in Assembler.
; _ RSCEVE - Primary communication Subprogram in Assembler.
_ SNDBYT -Assembler output message handler•

; GETBYT - Assembler input message handler•
!__i DINP -Single word input handler in AsSembler
; _i DOUT - Single _ord output handler in Assembler.

_ INIT - Fortra_1 subro to initialize Robot-_[INC communications.
_ i MOVE - Fortran subroutine to move robo_ to a position
_" ; POSIT - Fortran subroutine t_ request robot position•

!_i_ PARS - Fortran subr. to reques_ robot system parameters.
_,., INPOS -Fortran subr. to transmit "in-posltion" message.

SAVE - Fortran subr. to save a robot program.
:-- LOAD - Fortran subr. to load a program from disk into robot.
iJ_ RUN - Fortran subr, to start execution of robot program.

HESAGE - Fortran subr. to send message to robot console•
_ DEBUG - Fortran subr. that controls single-word I/O.
_ ACCEPT - Fortran subr° to display message from RECEVE.

TRNSMT - Fortran subr. to prepare message for SEND.
HEXOUT - Fortran utility to display byte in HEX.
HEXIN - Fortran utility to accept byte in HEX.
DHEXIN - Fortran utility to display integer in HEX.
DHEXIN - Fortran utility to accept integer in HEX.
ATOI - Fortran utility to convert ASCII to integer digits.

,c CNVDIG - Fortran utility to convert integer digits to ASCII.

XXIII - 28

O0000006-TSE



C
_ PROGRAM CYR01

C

C MAINLINE PROGRAM AND STUBS FOR TESTING ADVANCED ROBOTICS
C EXTERNAL DEVICE Ib_ERFACE OPTION

-- C

C FRED Ro SIAS, JR.
C NASA/ASEE SUMMER FACULTY FELLOW FROM CLEMSON UNIVERSITY
C

C 18 MAY 1984

CA_,_,e**e,e,e***e**e_e**eee_,e_kee,ke_eeeeeeeeeeeee_,eee_e,_ee**_ee^,_
C

C This £s the mainline program for a system Chat may be.used toC communicate with the Advanced Robotlcs CYR0 750 Robot
C
C The main selectlon menu allows one to select one of the following

:_ C features:

..... C CYR0 750 EXTERNAL DEVICE INTERFACE TEST MENU:

_;. C i. MOVE Robot
C 2. Request Robot POSITION
C 3. Request Robot System PARAMETERS
C 4. Send IN-POSITIO_ command i

�C5. INITIALIZE System. (Reset Robotl) i
__ c 6. Get program from robot and SAVE

c 7. LOAD program and verify
C 8. RUN a program i

-- C 9. Send MESSAGE to robot console

C 10. Single _0RD I/0 _ i
• C 11. RECEIVE an array
C 12. TRANSMIT an array
C "E" EXIT to the operating system
C _
C

C SELECT> I
C

" I

)
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C
C DECLARATIONS

; C
INTEGER*2 IDATA( 257 ),INPUT, RT, HT

:_ REAL X
C
C INITIALIZATION
C

HTu7
RT-5

" C
:_. HRITE (wr,100)

i00 FORMAT('I',/////,/

i ' MANUAL CHECKOUT ROUTINE FOR' ,/,
2 ' C_R0 750 EXTERNAL DEVICE INTERFACE' ,//,

; 3 ' F. R. SIAS, JR.',//,
4 ' NASA/ASEE - CLEMSON UNIVERSITY',/,

"" 5 ' JUNE 1984',1111111111,
. 6 ' TO CONTINUE PRESS REFu_N>'$)
"* C

READ (RT,110) X
-_. Ii0 FORMAT(G6.0)

4

...." HRITE(NT, 200 )
_" 200 FORMAT('I',IIIIII, " i
_ 1 ' Select test mode by item number in the following menu.',/,
_ 2 ' Then provide requested parameters.',//, i
_- 3 ' YOU MUST TURN 0NTHEMINC COMPUTER AND EXECUTE THE',I,

4 ' INITIALIZATION PROGRAM (MENU SELECTION 5) BEFORE THE',/,
5 ' ROBOT HILL RESPOND T0 OTHER COMMANDSI RESET THE ROBOT',/, J

_._.-_............ 6..... _ _MEtr0 ITEM 5 HAS BEEN SELECTED,',//,
7 ' Use "return" or *'enter"',/,

: . 3 ' to terminate each entry parameter or to advance to the next',/,
_. 4 ' whenever the following is displayed:',//////,
_ . 5 ' SELECT >' ,$)

C
READ (RT,110) X

C
C MAIN SELECTION MENU
C
300 CONTINUE
C

HRITE (HT,310)
310 FORMAT(°I ' II/11# •

1 ' CYR0 750 EXTERNAL DEVICE INTERFACE TESTMENU:',//,
2 ' I, MOVE Robot',/,
3 ' 2 Request Robot POSITION' I
4 ' 3. Request Robot System PARAMETERS',/,
5 ' 4. Send IN-POSITION command',/,
6 ' 5. INITIALIZE System. (Reset Robot.)' I#,
7 ' 6, Get a proqram from robot and SAVE' 1
8 ' 7. LOAD program and verify',/•

• 9 ' 8. RUN proqram',/,
1 ' 9. SEND messaqe to robot console' /-?.
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I ' i0. Single HORD I/0',l,
2 ' 11. RECEIVE an array',l,
_ ° 12. _NSMIT an array' ,//,
2 ' "E" EXIT TO OPERATING SYS_' ,////,
3 ' SELECT>' ,$)

C
READ (RT,400) INPUT

400 FORMAT(A2 )
C

,F

IF IINPUT. EQ: "3' I CALL INPOS

IF { INPUT. E0. ' I 0' ) CALL DEBUG
.: IF (INPUT. EQ. '1I') CALL ACCEPT
:_. IF (INPUT.EQ. '12 °) CALL TRNSMT
, IF (INPUT. EQ. 'E' ) STOP

_.. C

-- GOT0 300
C

END

I:
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FILENAME SEND. MAC

•TITLE SEND
•GLOBL SEND
•GLOBL 8NDBYT

s
; FRED R. SIAS, JR.
; 21 JUNE 1984
; _EVISED 6 JULY 1984

_SUBR0UTINE TO SEND A MESSAGE OF VARIABLE LENGTH TO ROBOT AND
;THEN W%IT FOR A _ MESSAGE FROM THE ROBOT CONFIRMING THAT THE
_0RIGINAL MESSAGE HA.3TR/_NSMITTED HITHOUT A CHECKSUM ERROR.

;THIS ROUTYk'_.IS NOT INTERRUPT DRIVEN BUT IT COULD BE ALTERED.

;MESSAGE SUPPLIED IN ARRAY IDATA

;CALLING SEQUENCE: CALL SEND( IERROR, ILEN, IDATA)
; HHERE IDATA IS A 257 _0RD ARRAY
; ILEN IS ACTUAL LENGTH OF DATA
; IERROR IS AN ERROR CODE _ BY SUBR.

;ERROR CODES RETU,h_TED: 0 = NORMAL EXIT
; I ,,, TIMEOUT ERROR
; 2 = LRC ERROR RECEIVED FROM ROBOT

; THIS RODTINE CHANGES R0,R1,R2,R3,R4,R5
",

DIR=171162

DOR=I71262 .
REgA=100000 '_
REQB=040000
CSRI=100000
CSR0=040000

JSH "- 44
•MCALL .TTYOUT

; D0R ,, DIGITAL 0UT_ REGISTER ADDR.
; DIR = DIGITAL INPUT REGISTER ADDR.
; USED _HEN TRANSMITTING TO ROBOT:

; RE_B - MASK TO TRANSMIT A REOUEST FOR SERVICE TO. ROBOT
; CSR0 - MASK TO CHECK FOR ACKN0_EDGE FROM ROBOT
t USED _ RECEIVING MESSAGE FROM ROBOTs
; CSRI • MASK TO CHECK FOR REQUEST FOR SERVICE FROM ROBOT

REOA • MASK TO ACKNOHLEDGE REQUEST FOR SERVICE FROM ROBOT
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"L/r_

;APPLICATION OF SUBROUTINE "SEND"z

; SUBROUTINE SEND IS NoT INTERRUPT DRIVEN BUT IS CALLED P_ENEUER
; COMMUNICATION HITH THE ROBOT IS DESIRED. IT IS TO BE USED IN A
; TEST MODE _ MULTIPLE PROCF_SF_ ARE NOT APPLICABLE. THE ROUTINE
; SHOULD BE MODIFIED IF AN INTERRtn_T-_IVEN SY3TEM I8 REQUIRED.

; THIS ROUTINE IS CALLED _ A MESS_.GE TO BE TRANSMITTED TO THE
; ROBOT HAS BEEN PLACED IN THE LOH-0RDER BYTES OF THE ARRAY IDATA.
; THE ARRAY MAY BE OF ANY LENGTH NITH. THAT LENGTH INDICATED BY THE
; COUNT IN THE FIRST ARRAY ELEMENT.
; THE CHECKSUM IS NOT PROVIDED BY THE CALLING ROUTINE.
; THE CONTENTS OF THE ARRAY ARE AS SPECIFIED BY THE ADVANCED ROBOTICS
; CORPORATION "EXTERNAL DEVICE INTERFACE" SPECIFICATIONS.

; THE "ILEN" PARAMETER TRANSMITTED TO THE SUBROUTINE INDICATES THE
• ; NUMBER OF ELEMENTS IN "IRRAY" THAT CONTAIN DATA. THIS IS THO GREATER
; THAN THE DATA IN THE FIRST _ OF THE ARRAY WHICH INDICATES THE
; MESSAGE LENGTH AND DOES NOT _NCLUDE THE BYTES INDICATING THE LENGth,
; SEQUENCE NUMBER, AND LON_ITUD_NAL REDUNDANCY CHECK BYTE.

; THIS SUBROUTINE SCANS THE ARRAY AND CALCULATES THE LRC BYTE, PLACES
; THIS BYTE IN THE NEXT ELEMENT OF THE ARRAY, AND INCREMENTS ILEN BY
; ONE SO THAT THIS NE_ NUMBER MAY BE TJSED AS A COUNTER TO OUTPUT THE
; COMPLETE ARRAY INCLUDING THE CHECKSUM. :

; FOLLOHING TRANSMISSION OF THE COMP_ ARRAY USING THE "SNDBYT"
; SUBROUTINE, THIS SUBROUTINE ENTERS A LOOP TO WAIT FOR A BYTE OF
: DATA FROM THE ROBOT THAT INDICATES _ OR NUT THE DATA HAS
; RECEIVED CORRECTLY BASED ON THE TRANSMITTED LRC BYTE AND THE LRC
; BYTE CALCULATED BY THE RECEIVING ROUTINE IN _ ROBOT.

; A ONE (i) INDICATES SUCCESSFUL DATA RECEPTION AND A TWO (2)
INDICATES A CHECKSUM ERROR. APPROPRIATE CODES ARE R_

; TO THE C_kLLING PROGRAM IN IERROR.

; IN ADDITION, THIS ROUTINE NAITS FOR THE CONFIRMATION BYTE ONLY
; FOR FIVE (5) SECONDS. IF A CONFIRMATION BYTE IS NOT RECIEVED QQITHIN

: THIS TIME PERIOD, A TIMEOUT ERROR CODE (I) IS RETURNED IN IERROR.

; MI_SSAGE RETRANSMISSION OR OTHER ERROR-HANDLING IS PERFORMED BY THE
; CALLING ROUTINE.
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SEND: TST (R5)+ ;SKIP PARAMETER COUNT
N0V R5, - (SP ) ;SAV _-POINTER TO ERRCODE PAR ON STACK
TST (RS)+ ;SKIP. ERROR CODE
M0V _(R5)+,R3 /PUT. ARRAY LENGTH IN COUNTER R3

; ;ARRAY DOES NOT YET CONTAIN CHECKSUM,
; ;R5 NON POINTS TO ADDRESS OF ARRAY

MOV R3,R4 ;J_LS0 MAKE COUNTE_ IN R4
M0V (R5) ,RI ;PUT ADDRESS OF ARRAY IN RI
M0V #377 ,R2 ;SET LRC BYTE TO ALL I °S

L00P6: M0V (RI)+,R0 ;GET A BYTE FROM ARRAY
X0R RO,R2 ;CALULATING CHECKSUM
DEC R4 ;COUNT NUMBER OF _S .
BNE L00P6 ;KEEP CALCULATINO CHECKSUM
M0V R2,(RI) ;PUT CHECKSUM AT END OF ARRAY
ADD #01,R3 ;INCREASE ARRAY LENGTH BY ONE
M0V (R5) ,RI ;AGAIN PUT ADDR. OF ARRAY IN R]_

L00P7: M0V (R1)+,R0 ;GET A BYTE FROM ARRAY
CALL SNDBYT ;TRANSMIT BYTE MITH HANDSHAKING
BR TMERR ;GO TO TIMEOUT ERROR HANDLING
.TTYOUT #103 _DISPLAY A "C"
EEC R3 ;STEP THR_ ARRAY
BNE LOOP7 ;KEEP 0UTPUTTING BYTES
M0V (SP)+,R4 ;GET ERRCODE POINTER FROM STACK
M0V #0,e(R4) ;SET ERROR CODE TO ZERO TO SHOH OK

;
;NOW HAIT FOR CONFIRMATION BYTE FROM ROBOT
;USE R3 [4HICH CONTAINS ZERO (0) FOR A COUNTER +
;SET R5 FOR LOOP COUNT MULTIPLIER SINCE R5 NOT NEEDED ANY MORE. t

M0P #10,R5 ;MULTIPLIER FOR LOOP COUNT
+ LOOPS. BIT #CSRI,@#DIR ;LOOK FOR ROBOT REQUEST TO SEND

BNE GETCFM ;BRANCH IF REQUEST FOUND
DEC R3 ;0TI4ERNISE COUNT DOP_N ,

BNE L00P8 ;KEEP LOOPING UNTIL ZERO
DEC R5 ;DECREMENT OUTSIDE LOOP -
BNE LOOP8 ;KEEP LOOPING
M0V #1,_(R4) ;PUT TIMEOUT ERROR CODE IN IERROR
RETURN

GETCFM- CALL GETBYT ;GO GET CONFIRMATION BYTE IN R0
CMP #1,R0 ;LOOK FOR A (I) IN R0
BEO OK ;RETURN MITH ZERO IN IERROR IF OK
NOV #2,Q(R4) ;0THERkIISE RETURN CHECKSUM ERROR CODE

OK: RETURN

TMERR ; •TTYOUT #104 ;DISPLAY "D"
MOV (SP)+,R4 ;GET POINTER TO ERROR CODE OFF STACK
NOV #I,@(R4) ;PUT TIMEOUT ERROR MESSAGE IN IT
RETURN ;GO HOME
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;FILENAME RECEVE. MAC

•TITLE RECEVE
.GLOBL RECEVE
•Gr.0BL GETB%"_

; FRED R. SIAS, JR.
; 8 JUNE 1984
; REVISED 6 JULY 1984

;SUBROUTINE TO RECEIVE A MESSAGE OF VARIABLE LENGTH FROM
;THE ROBOT USING MINC MODULE MNCDI UNIT 0 RRD _ A MESSAGE
;THAT INDICATES THAT THE RECEIVED MESSAGE DID NOT HAVE A CHECKS--.

;THE MESSAGE RECEIVED BY THIS SUBROUTINE IS _ TO
;THE CALLING PROGRAM IN AN ARRAY OF WORDS EACH WITH THE
;HIGH--0RDER BYTE ZEROED.

;CALLING SEQUENCE- CALL RECEVE(IERROR,ILEN,ICSUM,IDATA)
; _4ERE IDATA IS A 257 HORD ARRAY.
; ILEN IS THE LENGTH OF THE DATA

; ICSUM IS THE CALCULATED CHECKSUM t
; IERROR IS AN ERROR.CODE-RETURNED BY SUBR. i

;ERROR CODES RETURNED: 0 --NORMAL EXIT 1
; 1 - TIMEOUT ERROR
; 2 = CHECKSUM ERROR

; THIS ROUTINE CHANGES R0,RI,R2,R3 ,R4, AND R5

DIR =171162
D0R =171262

REQA=100000
cR_s_B=Q40000

1=100000
CSR0=040000

JSN = 44 ;LOC OF JOB STATUS NORD IN S¥SCOM
•MCALL .TTYOUT ;SY.TI"EMMACRO CALL TO DISPLAY CHARACTER
•MCALL .TTINR ;SYSTEM MACRO CALL FOR KEYBOARD INPUT

; DIR = DIGITAL INPUT REGISTER ADDRESS
; D0R = DIGITAL 0_"EPUT REGISTER ADDRESS
; USED _ TRANSMITTING TO ROBOT"
; REQB = MASK TO TRANSMIT A RE_}UEST FOR SERVICE TO ROBOT
; CSR0 = MAKD TO CHECI( FOR ACKNOMLEDGE FROM ROBOT
; USED _'[EN RECEIVING MESSAGE FROM ROBOT

; CSR1 - MASK TO CHECK FOR REQUEST FOR SERVICE FROM ROBOT
; REQA m MASK TO ACKNOHLEDGE REQUEST FOR SERVICE FROM ROBOT
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;_PLICATION OF SUBR0_I_ "E_S

S_R0_I_ _ IS N_ I__ DRI_ B_ IS CEL_
; A _SSAGE _ M R0_0T IS __. IT 2S TO BE US_-IN A _ST

MODE _ _LTIP_ PROC_S_ _LL N_ BE A_Z_. M R0_I_ SH0_D
; BE MODIFI_ Z? _ I__-DRI_ SY_ IS _OUI_.

• _ _IS SU_0_I_ IS __ _ A _SA_ _0M M ROB_ IS
; __; E.G. _ _TING V_IOUS ROBOT _SAGE PR0_COLS.
; _L P_ SPECIFI_ _E _ _ V_0US _SAG_ OR DATA
; TO M C_LING PROG_.

s I_ROR RECEI_ _0R COD_ I_ICATING M FOLLOWING C0_ITIONS-
; 0 = N0_ _IT
; I = TI_0_ _0R
; 2 = _S_ M0R

; IL_ R_EI_S M _E __ 0_ M _I_ DATA INCL_ING
; L_G_ _SMI_ BY M ROBOT, M SEQ_CE __, M _PE CODE,
; _ M _SMI_ LONGI_INE _U_CY CEK B_.

; ICSUM C0_AINS M CEKS_ C_CU_ BY _IS R0_I_ _ICH _¥
; DI_ _0M M C_SUM _SMI_ BY M ROB_.

; I_TA, OF C0_SE, C0_AINS EL _TA EEI_ _0M M ROBOT. _CH
; B_ _i_ _OM M ROBOT IS C0_AI_ IN M LOH-0_ B_
; OF M 16 BIT I__ P_S_ IN I_TA.

; _IS SUBR0_I_ ES0 _SMITS A _SA_ C0_I_TION B_ TO M i
; ROBOT I_ICATfNG __ M EEI_ DATA P_S_ _ _C C_C_TION.
; (1) I_ICA_ SUC_S_ DATA _ION _ILE (2) I_ICA_ _T
; M C_C__ _C B_ _ NOT AG_ WI_ _ _SMI_ LRC B_.

; _IS R0_I_ _ITS I_INI_Y FOR A _SAGE _0M M ROBOT. IF NO
; _SAGE IS EEI_ _ M US_ HIS_ TO STOP _ITING, _ _ _Y
; BE P_S_ ON M MINC _B0_ _ _ TO THE CELING PR_.
; A TI_0_ _ROR _SSAGE (I_0R = 2) IS _ _ THE C_Li_G PROG.
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RECEVE: BIS #10000,JSW ;SET BIT 12 IN JSH FOR IMM. RET.. IN .TTYIN
BIS #100,JSW ;SET BIT 6 FOR RETURN NITHOUT CHAR

L00P7: BIT #CSRI,@#DIR ;LOOK FOR ROBOT REQUEST TO SEND
BNE FOUND ;G0 GET DATA IF CSRI IS SET
M0V #0,R0 ;MAKE SURE R0-0

.TTINR ;{;00K )01q KSYBOARD CHARACTER
#O,RO ;ANY CI" U FROM KE,,OARD?

BEQ L00P7 ;KEEP LOOKING FOR M]_IS_ OR KEY STROKE
TST (RS)+ ;GET REkDY TO RETURN ERROR CODE; SKIP PAR CNT
M0V #1,@(R5) ;SET IERROR T0 TIMEOUT ERROR CODE
BIC #IOZ00_JSW ;CLEAR B_ 12 AND BIT 6 OF JSW
RETURN ;GO BACK TO CALLING PROGRAM

; ;ERROR HANDLING IN CALLING PROGRAM
FOUND. BIC #10100,JSH ;CLEAR BIT 12 AND BIT 6 OF JSW

TST (R5 )+ ;SKIP PARAMEI'ER COUNT
M0V RS,R4 ;SAVE POINTER TO ERRCODE PARAMETER
TST (R5) + ;SKIP ERROR CODE
M0V #377,R2 ;SET LRC BYTE TO ALL I'S

CALL GETBYT ;FIRST BYTE IN R0 IS LENGTH OF MESSAGE
X0R R0,R2 ;UPDATE CHECKSUM WITH LENGTH DATA

M0V R0,@(R5)+ ;PUT LENGTH IN LENGTH PARAMETER
TST (R5 )+ ;SKIP CHECKSUM VARIABLE

; ;NOW P0_NTS TO START dF DATA ARRAY
M0V R0 ,R3 ;SET UP D0k]N COUNTER FOR LOOP
M0V (R5) ,R1 ;PUT ADDRESS OF ARRAY IN R1
M0V R0,(R1)+ ;PUT LENGTH OF MESSAGE IN ARRAY

CALL GETBYT ;GET SEQUENCE NUMBER _
X0R R0,R2 ;UPDATE CHECKSUM HITH SEQ. NO.
M0V R0,(RZ)+ ;PUT IN ARRAY

. L00P5 ." ""

•_I_YOUT #65 ;DEBUG TYPE "5"
CALL GETBYT ;GET NEXT BYTE
M0V R0,(RZ)+ ;SAVE NEXT BYTE IN ARRAY
X0R R0 ,R2 ;U_DATE CHECKSUM
DEC R3 ;DECREMENT BYTE COUNTER
BNE L00P5 ;KEEP READING DATA UNTIL COUNT IS ZERO

CALL GETBYT ;GET TRANSMITTED CHECKSUM
M0V RU, (RI) ;PUT TRANSMITTED CHK SUM AT END OF ARRAY
CMP R0,R2 ;DOES IT AGREE HITH CALC. CHECKSUM?
BEQ NORMAL ;EXIT IF ALL OK
M0V #2,8(R4)+ ;RETURN CHECKSUM ERROR MESSAGE TO CALLING PRO(
BR EXIT ;GO CLEAN UP AND RETURN

NORMAL: M0V #0,_(_4)+ ;ALL OK ERROR CODE
EXIT: TST (R4)+ ;MOVE PAST ILEN POINTER

MOV R2,@(R4) ;REIURN CALC CHECK SUM IN PARAMETER

;BEFORE _ING TO CALLING PROGRAM RETURN CONFIRMATION MESSAGE
;TO ROBOT.
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;(I) INDICATES LRC OK _IILE (2) INDICATES LRC ERROR.

CMP RO,R2 ;AGAIN COMPARE CALC AND RECEIVED LRC
BEQ OK

BAD: MOV #2,R0 _SET UP ERROR MESSAGE TO TRANSMIT
CALL SNDBItT ;TRANSMLT C01_FIRMING MESSAGE
BR TMERR sTIMING ERROR FROM SNDB_"_
RETURN

OK: M0V #1,R0 _SET UP "DATA OK'*MESSAGECALL SNDBYT ,TRANSMIT COI_FIRMATION
BR TMERR ;TIMING ERROR FROM S_DBYT
REFd_

TMERR. MOV #I,_(R6)+ ;RETURN TIMEOUT ERROR
BR EXIT
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i ; MACRO SUBROUTINE SNDBYT
;
; _HIS IS THE MOST ELEMENTARY BY_E TRANSMISSION SUBROUTINE FOR
; COMMUNICATION HITH _'_E-ROBOT. IT HANDLES THE 14ANDSHAKINQ FOR
; TRANSMISSION OF A SINGLE BYTE TO THE ROBOT. NO ERROR CHECKING
; IS HANDLED AT TH_S LEVEL AS ERROR MESSAGES MUST BE RETURNED

't ; FROM THE ROBOT AND ARE RECEIVED BY GETBYT.

; ENTER 8NDBYT SUBROUTINE HITH BYTE IN R0

SNDBYT: MOV R2, - (SP) ;PUSH R2
MOV R1,-(SP) ;PUSH RI
BIC R0,_#DOR ;PLACE DATA IN OUTPUT REGISTER (7-26-84)
BIC #11EQB,Q#DOR ;SEND TRANSMIT RE(}. TO ROBOT (COMP. 7-26-B4)
M0V #0,R1 ;CLEAR INNER COUNTER
MOV #10,R2 ;PUT 10 IN OUTER COUNTER

L00P3: BIT #CSR0 ,@#DIR ;CHECK FOR ACKNOHLEDGE
BNE EXIT ;LOOP UNTIL REC. ACK. FROM ROBOT

; TIMEOUT COUNTER IS HERE
DEC R1 ;DIDDLE INNER cOUNTER.
BNE LOOP3 ;KEEP CHECKING •
DEC R2 ;DECREMENT OUTER LOOP
BIlE LOOP3 ;COUNT SOME MORE

TMOUT. .TTYOUT #i01 ;DISPLAY AN "A"
MOV (SP)+,R1 ;POP R1
M0V (SP ) ;POP R2

; STACK N0H CLEARED OF TEMPORARY DATA; POINTING TO RETURN ADDR.
RETURN ;ERROR RETURN TO LOC. FOLLOHING CALL

+;
"EXIT: .TTYOUT #102 ;DISPLAY A "B" +_

BIS #REOB,_#DOR ;CLEAR TRANSMIT REQUEST (COMP. 7-26-84) i
L00P4 : BIT #CSR0, @#DIR ;IS CSR0 CLEAR?

BNE L00P4 ;HAIT FOR CSR0 TO CLEAR
M0V (SP)+,RI ;POP R1
M0V (SP)+,R2 ;POP R2

; STACK CLEAR AND READY TO RETURN TO 2ND LOCATION AFTER CALL
ADD #2,(SP) ;MOVE RET. ADDR. FHD ONE INSTRUCTION
RETURN
.F_;D

XXlll- 3O

rS_

, _............. _-++,_+++-++.+_+._......................... _+++.r++-++Ji'-_

+...++_'.: ., + .+ ..... + ':+'?,, .+ 0 _,+++..,_.+ ++', + .+_o ° ._ ..+_- +, o _ , ......
_+ +,re ,+o+,+. + +, .v - + + "'_

O0000006-TSF08



_--__ m_, 9Hm _,lul _ _nm _O _ qnlannl m _nnp m _u,_ 4ul m) duon _e

MACRO SUBROUTINE GETBTT

; THIS IS THE MOST ELEMENTARY B_TE RECEPTION SUBROUTINE FOR
; FOR COMNUNICAT_0N WITH THE ROBOT. IT HANDLES HANDSHAKINO
; AND ACCEPTS A SINGLE BYTE FROM THE ROBOT. SINCE THIS SUBROUTINE
; WILL _IT FOREVER FOR A CSRI BIT TO BE SET_ THE TIMEOUT LOGIC
; MUST B_ HANDLED PRIOR TO CALLING THIS SUBROUTINE.

) THIS ROUTINE RETORNS BYTE IN R0
) ALL OTHER REGISTERS INTACT

; DIR IS ADDRESS OF DIGITAL INPUT REGISTER
; CSRI IS MASK SHONING IqHICH BIT SET FOR DATA READY FLAG
; REQA IS MASK SHONING BIT TO SET TO REQUEST DATA
; FROM ROBOT

GETBYT •
L00P1 •

.TTYOUT #61 ;DISPLAY A "1" DURING CHECKOUT
BIT #CSRI,_#DIR ;cHECK TO SEE IF FLAG _S SET
BEQ LOOP1 ;KEEP CHECKING UNTIL FLAG SET
.TTYOUT #62
M0V Q#DIR,R0 )READ A BYTE
BIC #177400,R0 ;CLEAR HIGH-0RDER BYTE
BIC _REQA,@#DOR ;TRANSMIT REOA TO INDICATE (7-26-845 _:

;DATA HAS BEEN RECEIVED
M0V R0, - ( SP ) ) PUSH R0

L00P2 •

. .TTY0UT #63 ;.DISPLAY A "3" "• BIT #CSRI,_#DIR ,CHECK TO SEE IF CSR1 RESET
BNE LOOP2 ;KEEP CHECKING
BIS #REQA,_#DOR ;CLEAR REQA (COMP. 7-26-84)
NOV (SP )+,R0 )POP R0
RETURN ;RETURN WITH BYTE IN R0
.END
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.TITLE DINP

. GLOBL DZNP .
; FILE NAME DINP. MAC
;DIGITAL OLI_2'PUTROUTINE TO CALL FROM FORTRAN o

; CALL DINP ( ZUNIT, INASK, IERR wINDATA )

; INPUTS FROM UNIT 0 ONLY AT PRESENT
; ONLY RETURNS ERROR CODE l

: DIR0"171162
'-_ DIRl.,171172

DIR2,,171202
DIR3"171212

DINP: TST (R5) + ; SKIP PARAMETER COUNT
_, M0V (R5),R1 ;SAVE ADDR. OF UNIT NO. IN RI

TST (RS)+ ;SKIP UNIT NUMBER

M0V (R5),R2 ;SAVE ADDR. OF MASK IN'_2
•_ TST (R5)+ ;SKIP MASK _.
•_ M0V #01,@(R5)_ ;PUT i IN ERROR VARIABLE
•_ M0V @#DIR0,R0 ;READ IN DATA TO R0

NOV @(R2) ,R3 ;GET MASK
C0M R3 ;COMPLEMENT FOR BIC OPERATION

; BIC R3,R0 ;AND MASK HITH DATA
M0V R0,@(R5) ;PASS BACK AS PARAMETER
RETURN
.END

L
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.TITLE DOUT

.GLOBL DOUT.
: ;FILE NAME DOUT. MAC

;DIGITAL OUTPUT ROUTINE TO CALL FROM FORTRAN
;CALL DOUT (IUNIT, IMASK, _ERR,DATA )

;AT PRESENT ONLY OUTPUTS TO UNIT 0
;AND HAS NO ERROR MESSAGES, I.E. RETURNS "i"

DOR0s171262

DOUT _ TST (R5) �;SKIP PARAMETER COUNT
M0V (RS),R1 ;ADDRESS OF UNIT NO IN R1
TST (RS) �;SKIPUNIT NUMBER
M0V (RS),R2 ;SAVE ADDR OF MASK IN R2
TST (RS) �;SKSPMASK
M0V #01,@(R5) �;PUTI IN ERROR VARIABLE
M0V @(R5),R0 ;GET OUTPUT DATA IN R0
M0V @(R2),R3 ;GET MASK
C0M R3 ;GE_ MASK REM)Y FOR BIC

_ ; BIC R3,R0 ;MASK OUTPUT DATA i
_ M0V R0,@#DOR0 ;OUTPUT DATA

.END i
!

.t
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C
SUBROUTINE INIT

C

C FRED R. SIAS, JR.
C 25 JULY 2984
C

C SUCCESSFUL COMPLETION OF THIS SUBROUTINE ESTABLISH_,S THAT
C COMMUNICATION PROTOCOLS ARE HORKING PROPERLY.
C

C THIS SUBROUTINE IS REQUESTED FROM THE MINC CONSOLE
C PRIOR TO RESETTING THE ROBOT.

C _ THE ROBOT IS RESET IT HILL REQUEST A DE_IC" IDENT/STATUS
C FROM THE MINC COMPUTER.
C TYPE CODE = 1
C
C
C THIS SUBROUTINE HILL RESPOND THAT THE MINC IS OPERATIONAL
C AND _ILL TRANSMIT THE AP[ ,_PRIATE CODES"
C TYPE CODE = 129

!_ C DEVICE TYPE (1 BYTE) = 2 (MEANS THAT COMPUTER DEVICE)
C DEVICE IDENT. (3 ASCII BYTES) = "MNC"

C SYSTEM STATUD (1 BYTE) = 1 (ME_S OPERATIONAL)
C ASCII MESSG = "MINC OK - CYR01 V1.0"
C
C THIS SUBROUTINE WILL CALL THE RECEVE SUBROUTINE TO PJAIT FOR THE
C INITIAL MESSAGE FROM THE ROBOT. THE MINC HILL HAIT INDEFINITLY

C FOR THE ROBOT TO RESPOND. TO QUIT P_AITING HIT ANY F_D/ ON THE MINC
C CONSOLE AND THE PROGRAM HILL RETURN TO THE MAIN MENL.
C
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INTEGER*2 IDATA(2S7) ,RT,WT
BYTE INPUT

C
RT'5
wry?

c
c FIRST OUTPUT 000000 TO CLEAR DIGITAL OUTPUT REGISTER
C

IUNIT_0
IMASK.'° 000000

C

CALL DOUT( IUNIT, IMASK, IERR, IMASK )
C
10 CONTINUE
C

_IRITE (_T, 50)
50 FORMAT( / ,' WAITING FOR ROBOT TO RESPONDI ',I,

1 ' HIT ANY KEY TO QUIT WAITING. > ',$)
C

C- GET FIRST MESSAGE
C

CALL RECEVE( IERROR, ILEN, ICSUM, IDATA)
C

C TIME OUT ERROR
IF (IERROR.EQ.I) GOT0 199

C
C CHECKSUM ERROR IF IERROR = 2

IF (IERROR. EQ. 2 ) GOT0 2000
c

C ILLEGAL ERROR CODE IF GREATER THAN 2
IF (IERROR.GE.3) GOT0 3000

C
C ................... GET SECOND MESSAGE
C

CALL RECEVE( IERROR, ILEN ,ICSUM, IDATA )
C
C TIME OUT ERROR

IF (IERROR.EQ.I) GOT0 199
C
C CHECKSUM ERROR IF IERROR = 2

IF (IERROR.EQ.2) GOT0 2000
C
C ILLEGAL ERROR CODE IF GREATER THAN 2

IF (IERROR.GE.3) GOT0 3000
C
C- GET THIRD MESSAGE
C

CALL RECEVE (IERROR, ILEN, ICSUM, IDATA)
C

C TIMEOUT ERROR

IF (IERROR.EQ. i) GOT0 199
C
C CHECKSUM ERROR IF IERROR I 2

IF (IERROR.EQ.2) GOT0 2000
f
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C

C ILLEGAL ERROR CODE IF GREATER THAN 2
IF ( IF.RROR.GE. 3) GOTO 3000

C

C .................. GET FOURTH MESSAGE
C

CALL RECEVE(IERROR,ILEN,ICSUM,IDATA)
C
C TIME OUT ERROR

IF (IERROR.EO.I) GOT0 199
C

C CHECKSUM ERROR IF IERROR = 2
IF (IERROR. EQ. 2) GOT0 2000

C
C ILLEGAL ERROR CODE IF GREATER THAN 2

IF (IERROR.GE. 3) GOT0 3000
C

GOT0 5100
C

C
C HERE IF TIMES OUT AT ANY TIME
C
199 CONTINUE
C

WRITE (WT, 200) i
200 FORMAT(//,' NO INITIALIZATION MESSAGE FROM ROBOT',I,

I ' PRESS "RETURN" TO CONTINUE> ',$) i
READ (RT, 5230) INPUT i

C I
RETURN

C
C HERE TO PROCESS CHECKSUM ERROR
2000 CONTINUE

HRITE (HT, 2010)
C

2010 FORMAT (//, ' CHECKSUM DOES NOT COMPUTE ! ',/,
1 ' TRY AGAIN? (Y OR N)> ',$)

READ {RT,5230) INPUT
IF (INPUT.EO.'Y') GOT0 10
RETURN

C
C HERE TO PROCESS ILLEGAL ERROR CODE AND RETURN TO MENU
3000 CONTINUE
C

_TRITE (WT,3010)
3010 FORMAT( II,' RECEIVED AN ILLEGAL ERROR CODE FROM RECEVE',

1 ' SUBROUTINE. ',/,
2 ' PRESS "RETURN" TO CONTI_,'UE> ',$)

READ (RT, 5230) INPUT
RETURN

C
C
C HERE TO PROCESS INCOMING MESSAGE

×Ylll - 45

O0000006-TSF14



C5000 CONTINUE
C
C ITYPE=IDATA(3)
C IF (ITYPE.EQ.1) GOT0 5100
C
C
C NRITE (W_,5010)
C5010 FORMAT(I/, ' kIRONGTYPE CODE _',I4,') RECEIVED FROM ROBOTt' ,I,
C I ' PRESS "RETURN" TO CONTINUE) ',$)
C READ (RT,5230) INPUT
C REFORN
C
5100 CONTINUE
C HERETO PROCESS ACCEPTABLE REQUEST
C
C RETURN STATUS/IDENTIFICATION INF0 TO ROBOT !
C

IDATA(3)=I29 i
C
C DEVICE TYPE = i I.E. THIS IS A COMPUTER

IDATA(4)=I
C
C DEVICE IDENTIFICATION = "MNC"
C

IDATA(5)=77
IDATA(6)=78
TDATA (? )=67

C
C SYSTEM STATUS IS OPERATIONAL

IDATA(8)=I
C
C SEND MESSAGE "MINC OK - CYR01 VI.0"

IDATA(9)=77
IDATA(10)=73
IDATA(11)=7C
IDATA(12)=67
IDATA(13)=32
IDATA(14)=79

IDATA(15)=?5 !imATA_le_=n
ZmTA_l?)=45
IDATA(18)=32

C CYR01
IDATA(19)=67
IDATA(20)=89
IDATA(21)m82

IDATA(22)=79 !
IDATA(23)=49
IDATA(24)=32

C V1.0
XDATA(25)=86
IDATA(26)=49
IDATA(27)=46
IDATA(28)=48
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IDATA( 1 )=26

ILEN=28

WILL TRY TO SEND FIVE TIMES

DO 5200 I=1,5

CALL SEND(IERROR,ILEN,IDATA)

IF (IERROR.EQ. 0) GOT0 5500

5200 CONTINUE

MITE (WT,5210)
_" ' MINC GAVE UP AFTF_ 5 TRIES TO SENDI',/)._210 FORMAT(//,

WRITE (WT,5220)

_220 FORMAT( •,' PUSH "RETURN" TO CONTINUE> ',$)
READ _RT, 5230) INPUT

2230 FORMAT :A4)
RETURN

._500 CONTINUE

HERE IF INITIALIZATION COMPLETE AND OK
;4RITE (WT,5510)

5510 FORMAT(//,' INITIALIZATION COMPLETE AND 0K[ ',1,
i ' PRESS "RETURN" TO CONTINUE) ',$)

READ (RT, 5230 ) INPUT

REnaN .

END
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C
SUBROUTINE MOVE

C
C THIS SUBROUTINE ALLOWS THE USER TO MOVE THE ROBOT TO RR A_SOL_I_E
C LOCATION IN THE ROBOT COORDINATE SYSTID_. X;¥,Z,A, AND C C00RDINATH_S
C HILL BE REQUESTED ON THE CRT SCREEN.
C
C VALUES-FOR EACH COORDINATE HILL BE ERTERED AS SIGNED REAL NUMBERS
C SPZCIFIED TO THE NEAREST 128TH OF AN INCH. EACH VALUE
C HILL BE MULTIPLIED BY 128 AND TRANSMITTED TO THE ROBOT AS A
C TH0-BYTE SIGNED INTEGER.
C
C MESSAGE TO ROBOT CONSISTS OF A TYPE CODE 137 FOLLOMED BY TEN BYTES
C OF DATA REPRESENTING SIGNED POSITIONS ON EACH OF THE FIVE AXES.
C

C
INTEGER*2 IDATA (257 ),RT,HT, INTGR, IMESSG( 40 )
BYTE BYT(2) ,BARRAY(514)
EQUIVALENCE (BYT(1) ,INTGR)
EQUIVALENCE (BARRAY (1),IDATA (1)}

C
HT-7
RT=5

C
WRITE (HT,100) i

100 FORMAT(//,' INPUT VALUES FOR EACH COORDINATE TO THE',/, I
1 ' NEAREST 01 INCH OR 0.1 DEGREE'' //
1 ' X-AXIS (INCHES )•'_$ )

READ (RT,110) XAXIS
110 FORMAT( G10.0 )
C

WRITE (HT,1_0)
120 FORMAT( ' Y-AXIS (INCHES) :',$) .

READ (RT,I10) YAXIS
C

WRITE (_?r,140) i
140 FORMAT( ' Z-AXIS (INCHES) •°,$)

READ (RT,110) ZAXIS
C

WRITE (HT,160) i160 FORMAT( ° A-AXIS (DEGREES) _',$)

READ (RT,110) AAXIS 1C
WRITE (HT,180)

180 FORMAT( ' C-AXIS (DEGREES) _',$)
READ (RT,110) CAXIS

C
IXAXIS_XAXIS*128.
IYAXIS-¥AXIS*128.
IZAXIS=ZAXIS-128.
IAAXIS-AAXIS*10.
ICAXIS =CAXIS* I0.
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C
C LENGTH OF MESSAGE

IDATA (I )-11
C SEQUENCE NUMBER

IDATA (2)-0
C TYPE CODE

IDATA (3)_137
C
C NOW TRANSFER DATA ELEMENTS TO IDATA ARRAY
C THIS PROCEDURE IS COMPLICATED DUE TO NEED
C TO MOVE HIGH AND LOW ORDER BYTES INT0 SUCCESSIVE
C ARRAY ELEMENTS ;4ITHOUT EXTENDING SIGN BIT INT0 HIGH-0RDER
C BYTE OF IDATA ARRAY BY THE ASSIGNMENT STATE_
C

INTGR--IXAXIS
BARRA¥ (7 )"BYT( 1 )
BARRAY( 9 ) =BYT( 2 )

C
INTGR=IYAXIS
BARRAY( 11 ) =BYT( 1 )
BARRAY( 13 ) =BYT( 2 )

C
INTGR=IZAXIS
BARRAY( 15 ) =BYT( 1 )
BARRAY( 17 ) =BYT( 2 )

C
INTGR= IAAXIS
BARRAY (19 )=BYT( 1)
BARRAY (21 )=BYT( 2)

C
INTGR= ICAXIS
BARRAY (23 )=BYT( 1) •
BARRAY( 25 ) =BYT( 2 )

C
ILEN=13

C
C ITEST= 1
C IF (ITEST.EQ.1) CALL TEST(ILEN,IDATA)
C

CALL SEND( IERROR ,ILEN ,IDATA)
C

IF (IERROR.E0.0) GOT0 2000
C

WRITE (;4T,1000) IERROR
I000 FORMAT( //, ' ERROR CODE' ,14, ° RETURNED FROM SEND. ',/,

1 ' PRESS "RETURN" TO CONTINUE) ',$ )
READ (RT, i010 ) INPUT

1010 FORMAT( A2 )
RETURN

2000 CONTINUE
HRITE (WT,2010)

2010 FORMAT( //, ' MESSAGE ACCEPTED BY ROBOT AND',
I ° ACKN0_LEDGED OK. ',/,
I ' PRESS "RETURN" TO CONTINUE) °,$ )
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C

SUBROUTINE POSIT
C

C THIS ROUTINEREQUESTS THE CURRENT ROBOT P0SlTIONAND
C AND DISPLAYS ON MINC CRT.
C

C FRED R. SIAS, JR.
C 26 JUNE 1984
C

C THE ROUTINE TRANSMITS A REQUEST FOR ROBOT POSITIONS
C (TYPE CODE 132} _ITHTHE SINGLE BYTE MESSAGE ZERO (0) THAT
C INDICATES THAT ONLY 0NERESPONSE PER REQUEST IS DESIRED.
C THEN THE ROUTINEWAITS FOR A RESPONSEFROMTHEROBOT_ICH
C SHOULD INCLUDE THE TYPE CODE 4 FOLL0P_ED BY EIGHTEEN (18)
C BYTES OF BINARY DATA THAT CONVEY NINE CURRENT ROBOT POSITIONS.
C EACH POSITION CONSISTS OF TWO SEQUENTIAL BYTES, LOW-0RDER FIRST
C FOLLOWED BY THE HIGH-0RDER BYTE.
C
C SUBROUTINES CALLED:
C SEND (IERROR, ILEN, IDATA)
C where ILEN is the total length of the data array
C transmitted by the S£ND subroutine.

C IDATA is a 257 word array into which the data is
C place before the subroutine call. Each BYTE of
C data is place in the low-order byte of the
C INTEGER*2 elements in IDATA.
C

C IERROR returns any error code from the SEND
C subroutine. The error code (0)
C is returned to indicate transmlsslo_ is ok.
C Error code (1) indlc_tes that the robot did not
C acknowledge the message within 5 seconds and
C error coded (2) indicates that the robot returned

C a checksum error message.
C

C RECEVE(IERROR,ILEN,ICSUM,IDATA)

C where IERROR is an error code returned by the
C subroutine. A code of two (2) indicates a checksum

:C error, (i) indicates that the robot never responded,
:C while a code of zero (0) indicates correct
_C data reception.

3Z ILEN is the length of the array received.

ICSUM is the checksum calculated by RECEVE while

the last element of IDATA contains the checksum

transmlt_ed by the robot.

IDATA is a 257 element integer array that contains
the entire data stream received from the robot.
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C

BYTE STRING.( 254 )
INTEGER*2 IDATA( 257 )
LOGICAL*I PROMT(16)

C
RT=5
HT=7

C

C LENGTH OF MESSAGE
IDATA (1 )=2

C

C SETS SEQUENCE NO. TO ZERO
IDATA (2 )=0

C

C SETS TYPE CODE
IDATA (3 )--132

C

C SETS RATE TO ONCE PER REQUEST
IDATA ( 4 ) --0

C

C NO OF BWfES TO TRANSMIT IN SEND
ILEN=4
CALL SEND (IERROR, ILEN, IDATA)

C

IF (IERROR.EQ.0) GOT0 5
C

HRITE (_TT,2) IERROR
2 FORMAT( ' ERROR CODE' ,I4, ' RECEIVED FROM SUBR. SEND. ')
C

5 CONTINUE
C

C NOW WAIT FOR MESSAGE TO COME BACK WITH INF0
C

CALL RECEVE (IERROR, ILEN, ICSUM, IDATA )
C

IF (IERROR.EQ.2) WRITE (HT,10)
10 FORMAT ( ' CHECKSUM ERROR. DATA MAY BE _D_0NG !')
C

HRITE (Wr, 12)
12 FORMAT( ' PRESS RETURN TO CONTINUE> ',S)

READ (RT,210) INPUT
C

C SHOULD BE MESSAGE TYPE CODE 4
C

IF (IDATA(3).NE.4) _RITE (WT,15) IDATA(3)
' ' RECEIVED' )15 FORMAT ( ILLEGAL TYPE CODE ',12,

C

IXDATA= IDATA (5 )
IXDATA= (IXDATA* 256 4 ))/128.
HRITE (HT,100) IXDATA

100 FORMAT( ° X-axls position is ',I8,' inches. ')
IYDATA= IDATA (7 )
IYDATA= (IYDATA* 256+IDATA (6 ))/128.
WRITE (WT,II0) IYDATA
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110 FORMAT(' Y-axis position is ',I8,' inches.')
C

IZDATA_IDATA(9)
IZDATA=(IZDATA*256+IDATA(8))/128.
k_ITE (HT,120) IZDATA ' .

120 FORMAT(' Z-a_£s position is ',I8,' inches.')
C

ICXPOS=IDATA(II)
ICXPOS=(ICXPOSe256 0))/10.
HRITE (WT,130) ICXPOS

130 FORMAT(' C posltloner, X-axls is ',I8,' de_rees.')
C

ICYPOS=IDATA(13)
ICYPOS=(ICYPOS*256+IDATA(12))/10.
WRITE (HT,140) ICYPOS

140 FORMAT(' C posltloner, Y-axis is ',I8,' degrees.')
C
C

IDXPOS=IDATA(15)
IDXPOS=(IDXPOS*256+IDATA(14))/10.
WRITE (W_,150) IDXP0S

' ' degrees.')150 FORMAT( D pos_tloner, X-axls is ',I8,
C

IDYPOS=IDATA(17)
IDYPOS=(IDYPOS*256 6))/10.
HRITE (WT,160) IDYPOS

lb0 FORMAT(' D positloner, Y-axls is ',I8,' degrees.')
C

_RITE (Wr,200)
200 FORMAT(//,' CARRIAGE _ TO CONTINUE> ',$)

READ (RT,210) INPUT
210 FORMAT(I4; •

REnmS
END
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C

SUBROUTINE PARS
C

C TH_S ROUTINE F(EQUESTS THE CURRENT ROBOT PARAMEEERS AND
C AND DISPLAYS THEM ON MINC CRT.
C
C FRED R. SIAS, JR.
C 27 JUNE 1984
C

C
BT_E STRING(254)
INTEGER*2 IDATA(257 )
LOGICAL*I PROMT(16)

C
RT-5
W_-7

C

C SETS SEQUENCE NO. TO ZERO

IDATA (2 ).=0 _C
C REQUEST CODE FOR SYSTEM PARAMETERS .

IDATA (3 )=138 • i
c i

1

IDATA (i )=2 i
C

IDATA (4 )=0 i
C

ILEN=4 i
CALL SEND( IERROR, ILEN, IDATA)

C :

C NON NAIT FOR MESSAGE TO COME BACK NITH INF0 ,:;
C

CALL RECEVE( IERROR, ILEN, ICSUM, IDATA) i

c i
IF (IERROR.EQ.2) _ITE (wr,10)

I0 FORMAT(' CHECKSUM ERROR. DATA MAY BE NRONG_') i
C
C
C SHOULD BE MESSAGE TYPE CODE 7
C

IF (IDATA(3).NE.?) HRITE (WT,15) IDATA(3) I
_5 FORMAT(' ILLEGAL TYPE CODE ',12, ° RECEIVED')
C

IXDATA= IDATA (5 )
IXDATA= (IXDATA*256+IDATA (4 ))1128.
HRITE (HT,100) IXDATA

I00 FORMAT( ' Torch feed ra_e is ',I8,' inches per m_nute. °)
IYDATA= IDATA (7 )
IYDATA= (IYDATAA256 Ì-06 ))/128.
HRZTE (HT,110) IYDATA

II0 FORMAT( ° Hire feed rate is ',I8,' inches per minute. ')
C



, _

IZDATA= IDATA (9 )
IZDATAm IZDATA* 256+ IDATA ( 8 }

C eNE BIT EQUALS •i PERCENT
IZDATA- IZDATA /10.
HRITE (NT,120) IZDATA

120 FORMAT( ' WeIA level Is ',I8, ' percent. ')
C

ICXPOS =IDATA (11 )
ICXPOS =XCXPOS^ 256+ IDATA (10 )

C ONE BIT EQUALS .1 PERCENT
ICXPOS =ICXPOS /I0.
HRITE (HT,130) ICXPOS

130 FORMAT( ' AVC/ACC Setpolnt Level ',I8, ' percent. ')
C

IF (IDATA(12).EQ.0) HRITE (HT,140)
IF (IDATA(12).EQ.I) HRITE (HT,150)
IF (IDATA(12).EQ.2) HRITE (HT,160)
IF (IDATA(12).GT.2) HRITE (HT,170) IDATA(12)

C
140 FORF_T( ' No Oscillation has occured. ')
150 FORMAT( '"Left 0scillatlon has occured. ')
160 FORMAT( ' Right Oscillation has occured. ')
170 FORMAT( '-ZLLEGAL OSCILLATION CODE ',I8, ' RECEIVED. ')
C

HRITE (HT,200)
200 FORMAT( // ,' CARRIAGE RETURN TO CONTINUE> ',$ )

READ (RT,210) INPUT
210 FORMAT(I4)

RETURN
END
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C******ee**A**A,eeeeeeeeA*****eA**e,ee_e,e**eeeeee,AA,A_ee,AAeAA,e, eeAA****

C
SUBROUT_NE INPOS

C
C THIS ROUTINE TRANSMITS AN IN-POSITION CODE TO ROBOT.
C
C TYPE CODE 162
C

C FRED R. SIAS, JR.
C 11 JULY 1984
C
C**ee,,_**.A***_**eeeee,eeeeeeeeeee**eeee,e,Ae**e,e**_**e,e,e_ee_**** _*****e,
C

INTEGER*2 IDATA(257)
C

RT=5
Wr=7

C
C

IDATA (i)=I
IDATA (2 ).=0
IDATA( 3 )=162

C
ILEN=3

C
CALL SEND (IERROR, ILEN, IDATA )

C
IF (IERROR.EQ.2) WRITE (HT,110)

ii0 FORMAT{//,' CHECKSUM L:qROR MESSAGE RECEIVED FROM ROBOT_-,/)
C

IF (IERROR.EQ.1) _RITE ([_r,120)
120 IORMAT( //, ' TIMEOUT ERROR. ROBOT NEVER RESPONDED', •

1 ' [_ITH ACKNOHLEDGE MESSAGE !',/)
C _,..

RETURN
END
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C
SUBROUTINE SAVE

C FRED R. SIAS, JR.
C 28 JUNE 1984
C
C THIS ROUTINE ACCEPTS A PROGRAM NUMBER TO BE SAVED FROM THETERHINAL
C THEN A REQUEST IS TRANSMITTED T0 THE ROBOTANDTHE COMPIFEER
C RECEIVES AND FILES THE PROGRAM RETURNED T0 IT.
C

C I_ ADDITION TO ACCEPTING A PROGRAM NUMBER FROM THE KEYBOARD,
C AN OPTIONAL DESCRIPTIVE COMMENT CAN BE FILED WITH THE PROGRAM.
C THIS IS REQUESTED FROM THE USER FOLLOWING THE PROGRAM NUMBER.
C
C
C HANDSHAKINGz

C Computer transmits Type Code 193 - REQUEST TO SAVE
C PROGRAM T0 COMPUTER.

C The computer waits for Type Code 66 - SAVE PROGRAM
i C TO COMPUTER ACKNOWLEDGE.

!_ C Hhen computer is ready to receive program it again
C transmits Type Code I%3.
C Then computer accepts and files a sequence of blocks
C using Type Code 193 to indicate when
C it is ready for each block.
C Each block of data transmitted to the robot has a header

C containing the Type Code 67 followed by
C a sequentlal block number and the actual

C NIC program data.
C

C

INTEGER*2 NUMBER, IDATA( 257 ),RT,WT,FILN0,HEADER (256)
BYTE INPUT

C
C

W_=7
RT=5

C
i0 CONTINUE
C

WRITE (_,i00)
100 FORMAT(///,' Input NUMBER of Program to be saved> ',$)

READ (RT,II0) FILN0
110 FORMAT(I1)
C
C START TO BUILD HEADER FOR FIRST BLOCK OF PROGRAM FILE
C HEADER(1)=PROGRAM NUMBER
C HEADE_(2)-NUMBER OF 256 WORD BLOCKS OF DATA
C HEADER(3) TO IDATA(256) CONTAIN DESCRIPTIVE COMMENT ABOUT
C PROGRAM STORED ONE CHARACTER PER ARRAY ELEMENT.
C

WRITE (HT, 112)
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112 FORMAT(! ,' Type any dencrlptlve commen'_ t.o be filed',
1 ' with this program. ',
2 ' (Press "RETURN" to sklp th_s feature. ) ',$)

READ (RT,II3) (HEADER(I),I-3,256)
113 FORMAT(AI )
C

HRITE (HT,115) FILN0
115 FORMAT(I/, ° OPENING FILE "PCYR0',II,''.'/I)
C
C N0H OPEN FILE "PCYR01:N_"
C

IF (FILN0.E_}.I) OPEN (UNIT"9,NAME"'PCYR01.DAT' ,ERR=f0)
IF (FILN0.EQ.2) OPEN (UNIT=9 NAME='PCTRO2.DAT',ERR=10)
IF (FIr.N0.EQ.3) OPEN (UNIT=S,NAME='PCYR03.DAT' ,ERR=t0)
IF (FILNO.EQ.%) OPEN (UNIT=9,NAME='PCYRO4.DAT' ,ERR=10)
IF {FILN0.EQ.5) OPEN (UNIT=S,NAME='PCYR05.DAT°,ERR=10)
IF (FILN0.EQ.6) OPEN (UNIT=S,NAME='PCYR06.DAT',ERR=10)
IF (FILN0.EQ.7) OPEN (UNIT=9,NAME='PCYR07.DAT' ,ERR=10)
IF (FILN0.EQ.8) OPEN (UNIT=9,NAME=°PCYR08.DAT',ERR=I0)
IF (FILN0.EQ.9) OPEN (UNIT=9,NAME='PCYR09.DAT',ERR=10)

C
IF (FILN0.GE. 9) GOT0 400
IF (FILN0.LT.I) GOT0 400

C
NUMBER=FILN0
HEADER (1 )=FILN0

C
120 CONTINUE
C

C NOW TRANSMIT A "REQUEST TO SAVE" TO ROBOT
C

CALL REQTS (NUMBER, IERROR ) - "
C

IF (IERROR.E0.1} GOT0 2100
IF (IERROR.EQ.2) GOT0 2200
IF (IERROR.GE.3) GOT0 2300

C
C N0H HAIT FOR SAVE ACKNOHLEDGE - TYPE CODE 66
C
200 CONTINUE
C

CALL RECEVE( IERROR, ILEN, ICSUM, ID_TA)
C

IF (IERROR.EQ.I) GOT0 3100
IF (IERROR.EQ.2) GOT0 3200
IF (IERROR.GE. 3) GOT0 3300

C
ITYPE= IDATA (3 )
IACK -IDATA (4 )
IPNUM= IDATA (5)
ISIZE= IDATA (6)+256*IDATA (7 )

C
C HRONG MESSAGE TYPE RECEIVED
C
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ID' (ITYPE.NE.66) GOTO 1100
C

IF (IPNUM.NE.NUMBI_') COTO 1200
C
C NOT READY TO RECEIVE. CODE _ 0
C

IF (IACK.E0.0) GOT0 1300
IF (IACK.GE.2) GOT0 1000

C
IBLKCT-0

C
C SENDS BLOCK NUMBERAND 252 BYTES OF DATA IN F_CH BLOCK
C

C
C NOTEII THIS BLOCK SIZE IS A GUESS UNTIL HE KNOWHHAT
C AMERICAN ROBOTICS TRANSMI_S SINCE THIS IS NOT STATED
C IN THE SPECIFICATIONS.
C

C
ITOTBKffiISIZE/252
IREM=ISIZE-1TOTBK*252
IF (IREM.NE.0) ITOTBK=ITOTBK �C

DO 300 I=I,ITOTBK
C

CALL REQTS (NUMBER ,IERROR )
C

IF (IERROR.EQ.1) GOT0 2100
IF (IERROR.EQ.2) GOTC 2200
IF (IERROR.GE.3) GOT0 2300 '

C STARTS RECEIVING PROGRAM HERE
C

CALL RECEVE(IERROR,ILEN,ICSUN, IDATA)
C

IF (IERROR.EQ.1) GOT0 3100
IF (IERROR.EQ.2) GOT0 3200
IF (IERROR.GF.3) GOT0 3300

C
ITYPE=IDATA(3)
IF (ITYPE.EQ.67) GOT0 1100
IBLOCK=IDATA(4)
IF (IBLOCK.NE. IBLKCT) GOT0 4100

C

C PUT ARRAY ON DISK ZN UNF0k_ATTED SEQUENTIAL FORM.
C ONLY 256 WORDS SAVED TO EFFICIENTLY USE DISK SPACE.
C THIS PRESUMES THAT ONLY 252 BYTES 0FDATAHAS TRANSMITTED
C IN A GYVEN BLOCK AND MTTHPI_EARE SAVED IN THE LON-0RDER BYTES
C 0FTHE 256 WORDARR%Y IDATA.
C

C M ARRA¥ ALSO CONTAINS THE LENGTH 0FTHE MESSAGE,
C THE SEQUENCE NUMBER, THE TYPE CODE, AND THE LOGITUDINI_L
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C REDUNDANCY CHECK BYTE STORED IN THE LAST EL_T OF THE
C ARRAY THAT IS RECORDED ON DISK (I.E. IDATA(256)).
C

HRITE (9,ERR-950) (IDATA(I),I-l,256)
C

IBLOCK=IBLOCK �C

300 CONTINUE
C

CLOSE (UNITs% ,DISPOSEs' KEEP' ,ERRs992 )
C
400 HRITE (HT,402)
402 FORMAT( // ,' ONLY PROGRAM NUMBERS I-9 ACCEPTABLE. ')

GOT0 10
C

HRITE (WT,500) IPNUM
500 FORMAT(//,' PROGRAM N0.',I4,' SUCCESSFULLY RECEIVED AND FILED',/,

I ' PRESS "RETURN" TO GOT MAIN MENU. > ',$)
READ (RT,904) INPUT
RETURN

C
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C
C ALL OF THE VARIOUS ERROR MESSAGES FOLLOHs
C
900 CONTINUE

[4RITE (HT, 902)
902 FORMAT( //, ' FATAL ERRORI FILE HILL BE DELETED. ',/,

1 ' PRESS "RETURN" TO GOT0 MAIN MENU.) ',$)
READ (RT,904) INPUT

904 FORMAT( I4 )
C

i

CLOSE (UNIT=9 ,DISPOSE=' DELETE' ,ERR=990 ) 'I
C

RETURN
C
950 WRITE (MT,952)
952. FORMAT( // , ' ERROR WRITING FILE TO DISK !')

GOT0 900
C

990 WRITE (WT,992)
992 FORMAT( //, ' ERROR CLOSING FILE CONTAINING PROGRAM. ',/,

1 ' PRESS RETURN TO GOT0 MAIN MENU) ',$)
READ (RT,904) INPUT
RETURN

C
I000 WRITE (wr, 1002)
1002 FORMAT( // ,' ILLEGAL ACKNOWLEIE, E CODE RECEIVED, ')

GOT0 900
C
ii00 WRITE (WE, ii02 )
1102 FORMAT (II, ' WRONG MESSAGE TYPE RECEIVEDI ')

GOT0 900
C
1200 WRITE (HT, 1202)
1202 FORMAT(I WRONG PROGRAM NUMBER RETURNED BY ROBOT! °)

GOTO 900
C

1300 WRITE (WT,1302) i
' ROBOT NOT READY TO RECEIVE. °,1302 FORMAT( //,

F

1 ' TYPE "RETURN" TO TR_ AGAIN) ',$) I
READ (RT, 904 ) INPUT
GOT0 12C I

c i
2100 WRITE (NT,2102) i
2102 FORMAT(I/,' TIME OUT ERROR HHILE MAITING FOR',/,

1 ' ACKNOMLEDGE FROM ROBOT. ')
GOT0 900

C

2200 WRITE ([a_l_,2202 )
2202 FORMAT( II, ' LRC ERROR MESSAGE RETURNED AFTER TRANSMISSION. ')

GOT0 900
C
2300 WRITE (Wf,2302) IERROR
2302 FORMAT(I/,' ILLEGAL ACKNOWLEDGE CODE' ,14,' RECEIVED' ,
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1 ' AFTER TRANSMI_SION TO ROBOT.')
3100 HRITE (HT,3102)

3102 FORMAT(//,' FIVE SECOND TIMEOUT 0CCURED DURING RECEIVE.')
GOT0 900

C
3200 HRITE (HT,3202)

' CHECKSUM ERROR CALCULATION PRODUCED ERROR ,3202 FORMAT(1/, ' i
' DURING RECEIVE.')

GOT0 900
C
3300 HRITE (HT,3302) IERROR

° ILLEGAL ERROR CODE',I4,3302 FORMAT(I/, ' RETURNED FROM',
1 ' RECEIVE SUBROUTINE.')

GOT0 900
C
4100 HRITE (WT,4102) IBLOCK,IBLKCT
4102 FORMAT(1/,' BLOCK COUNT TRANSMITTED ( ,I4, ,

,) ,)1 ' DOES NOT MATCH EXPECTED BLOCK (',I4, .
GOT0 900

C
END
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C
SUBROUTINE REC_I_S(NUMBER,ERROR)

C
INTEGER*2 IDATA( 257 ),NUMBER,ERROR

C
C SEND REQUEST TO SAVE PROGRAM £NUMBER3 TO ROBOT
C
C LENGTH OF MESSAGE

IDATA (1)=2
C SEQUENCE NO. SET TO ZERO

IDATA (2)=0
, C SET TYPE CODE

IDATA (3)=193
C SI2w'DPROGRAM NUMBER

IDATA (4 )"NUMBER
C

ILEN=4
C

CALL SEND (IERROR, ILEN, IDATA )
C

_, ERROR=IERROR
"_, C •

RETURN
END

C
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CAAAAAAAAAAAAAAAA,AAAAAAAAAAAAAAAAAe*AAAAAAA***AAAAA*AAAAAAAAAAAAAAAAAAAAAAA*

C
SUBROUTINE LOAD

C
C THIS ROUTINE ALLOWS THE USER TO SELECT A PARTICULAR PROGRAM
C TO BE LOADED. _ THE APPROPRIATE PROGRAM IS TRANSMITTED
C TO THE ROBOT HITH APPROPRIATE HANDSHAKING.
C

C FRED R. _IAS, JR.
C 13 JULY 1984
C
C HANDSHAKINGz

C Computer transmits Type Code 194 - REQUEST TO LOAD
C PROGRAM FROM COMPUTER.

C The computer waits for Type Code 65 - LOAD PROGRAM
C FROM COMPUTER ACKNOWLEDGE.

C When computer is ready to transmit the program it
C transmits a block of code proceeded
C by Type Code 195.

:_ C Then the robot accepts and files a sequence of blocks
i C using Type Code 65, LOAD PROGRAM FROM

:i C COMPUTER ACKNOWLEDGE, to indicate when
C it is ready for each block.
C

C
_! INTEGER*2 NUMBER,IDATA(257],RT,_,FILN0,LSIZE,HSIZE

BYTE INPUT
C
C

HT=7
RT=5 ""

"C
I 0 CONTINUE
C

_ITE (WT, I00)
I00 FORMAT(1/I,' Input NUMBER of Program to be loaded.> °,$)

READ (RT,II0) FILN0
110 FORRAT(I1)
C
C

WRITE {WT,I15) FILN0
i15 FORMAT(If,' OPENING FILE "PCYR0',II,'".'I/)
C

C N0N OPEN FILE "PCYROEN3"
C

IF (FILN0.EQ.I) OPEN (UNIT=9,NAME='PCYR01.DAT',ERR=10)
IF (FILN0.EQ.2) OPEN (UNIT=9,NAME='PCYR02.DAT',ERR-10)
IF (FILN0.EQ.3) OPEN (UNIT=9,NAME='PCYR03.DAT',ERR=I0)
IF (FILN0.EQ.4) OPEN (UNIT=9,NAME='PCYRO4.DAT',ERR=IO]
IF (FILN0.EQ.5) OPEN (UNIT=9,NAME=°PCYR05.DAT',ERR=I0)

' IF (FILN0.EQ.6) OPEN (UNITag,NAMEa'PUYR06.DAT',ERR=I0)
• !I
t! IF (FILN0.EQ.7] OPEN (UNIT=9,NAME='PCYR07.DAT',ERR=I0)

__ii IF (FILN0.EQ.8) OPEN (UNIT=9,NAME='PCYR08.DAT',ERR=10)_D
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IF (FILN0.EQ.9) OPEN (UNIT'9,NAME='PCYROg.DAT°,ERR_10)

C
' IF (FILN0.GE.9) GOT0 400

IF (FILN0.LT.I) GOT0 400
Cr

" NUMBER_FILN0
C
C N0W GET THE FIRST RECORD FROM FILE SO THAT HE CAN FIND OUT
C THE SIZE 0FTHE PROGRAM TO BE LOADED
C

READ (9,ERR=950) (IDATA(I),I-I,256)
C

" C NOW GET LENGTH OF PROGRAM FROM THIS FILE

C
C HAVE T0 MAKE A DECISION HERE AND IN SAVE PROGRAM T0 FIND AHAY
C TO SAVE THE LENGTH OFT HE PROGRAM.
C

! C

120 CONTINUE

= _ C NON TRANSMIT A "REQUEST TO LOAD" TO ROBOT
! c
IL IDATA(1)=4

IDATA(2)=0

IDATA(3)=I94
i, IDATA(4)=NUMBER

IDATA(5)=LSIZE
: IDATA(6)=HSIZE

ILEN=4
C

CALL SEND(IERROR,ILEN,IDATA)
C

IF (IERROR.EQ.I) GOT0 2100
IF (IERROR.EQ.2) GOT0 2200
IF (IERROR.GE.3) GOT0 2300

C
C NON WAIT FOR LOAD ACKN0k]LEDGE - TYPE CODE 65
C
200 CONTINUE
C

CALL RECEVE (IERROR, ILEN, ICSUM, IDATA)
C

IF (IERROR.EQ.I) GOT0 3100
IF (IERROR.EQ.2) GOT0 3200
IF (IERROR.GE.3) GOT0 3300

C
ITYPE=IDATA(3)£
IACKtIDATA(4)
IPNUM=IDATA(5)

C
C [4RONG MESSAGE TYPE RECEIVED
C
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%

IF (ITYPE.NE.651 GOT0 1100
C

IF (IPNUH.NE.NUMBER) GOT0 1200
C
C NOT READY TO LOAD CODE ,, 0 ' •
C

IF (IACK. EQ. 0) GOT0 1300
, IF (IACK.GE. 2) GOT0 1000

C
C FOUND IACK=I

C REACH THIS POINT IF REAO¥ TO START SENDING PROGRAM TO ROBOT
C !

IBLKCTz 0
C
C SENDS BLOCK NUMBER AND 252 BYTES OF DATA IN EACH BLOCK
C
C**e***ee,ee**ee,e_e*****eeeA**e,e,e_eeeeeeee,e,eee, eeee***e****e,eee******e

_ C NOTE! t THIS BLOCK SIZE IS A GUESS UNTIL HE KNOH HHAT _
•...:, C AMERICAN ROBOTICS TRANSMITTS SINCE THIS IS NOT STATED
- C IN THE SPECIFICATIONS.
!'=_ " C

Ceee**eeeeeeee**e****eeee**e,ee,eeeee**ee,ee,e,eee,eeee,ee_ee****eA**eeeeee

C
C

DO 300 I=i,ITOTBK
C
C STARTS SENDING PROGRAM HERE
C

CALL SEND( IERROR, ILEN, IDATA)

IF (IERROR. EQ. 1) GOT0 2100
IF (IERROR.EQ.2) GOT0 2200
IF (IERROR.GE.3) GOT0 2300

C
IBLOCK= IDATA (4 )
IF (IBLOCK.NE. IBLKCT) GOT0 4100

C

C PUT ARRAY ON DISK IN UNFORMATTED SEQUENTIAL FORM.
C ONLY 256 W0_"_ SAVED TO EFFICZENTLT USE DISK SPACE.
C THIS PRESUF_e, THAT ONLY 252 BYTES OF DATA WAS TRANSMITTED
C IN A GIVEN BLOCK AND THAT THESE ARE SAVED IN THE LOH-0RDER BYTES
C OF THE 256 NORD ARRAY IDATA.
C

C TRE ARRAY ALSO CONTAINS THE LENGTH OF THE MESSAGE,
C THE SEQUENCE NUMBER, THE TYPE CODE, AND THE LOGITUDINAL
C REDUNDANCY CHECK BYTE STORED IN THE LAST ELEMENT OF THE
C ARRAY THAT IS RECORDED ON DISK (I.E. IDATA(25%)).
C

CALL REQTS (NUMBER, IERR6R)
C

IF (IERROR.EQ.I) GOT0 _00
." IF (IERROR.EQ.2) GOT0 2200

!

:.'" i IF (IERROR.GE. 3) GOT0 2300
!

, w
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e

C
READ (9,ERR-950) (IDATA(I):,I-I,256)

IBLOCK-IBLOCKC

300 CONTINUE
C

CLOSE (UNIT-9,DISPOSEs 'KEEP' ,ERR,,992 )
C

_ C
WRITE (WT,500) IPNUM

500 FORMAT(//,' PROGRAM N0. ',I4, ° SUCCESSFULLY LOADED' ,/,
i ' PRESS "REFu'RN" TO GOT MAIN MENU. ) ',$)

(1_,904) INPUT

C
400 WRITE (HT,402)
402 FORMAT (//, ' ONLY PROGRAM NUMBERS i-9 ACCEPTABLE. ')

._ GOT0 I0

.
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i C ..
C ALL OF THE-VARIOUS ERROR MESSAGES FOLLOHs

" C

9 0 0 CONTINUE
k_ITE (_,902)

' FATAL ERRORI FILE HILL BE DELETED. ,/,902 FORMAT(I/,
_ I ' PRESS "RETURN" TO _ MAIN MENU.> ',$)

: READ (RT,904) INPUT
904 FORMAT( I4 )

% C

CLOSE (UNIT'9 ,DISPOSE- 'DELETE °,ERR=990)
C

RETURN
C
950 HRITE (HT,952)

. 952 FORMAT( //, ' ERROR READING FILE FROM DISK I')
GOT0 900

C
;_-' 990 HRITE (HT,992)

;!_. 992 FORMAT( _/, ' ERROR CLOSING FILE CONTAINING PROGRAM. ',/,
:_" 1 ' PRESS RETURN TO GOTO MAIN MENU> ',$)

READ (RT,904) INPUT
;;3, p_-qlqUR_ •

!-_ C
i--" 1000 HRITE (HT,I002)

' ILLEGAL ACKNOWLEDGE CODE RECEIVED,_=- 1002 FORMAT( //, ')
GOT0 900

""-- C

'=_ II00 HRITE (HT, 1102)
' HRONG MESSAGE TYPE RECEIVED I')'_ 1102 FORMAT (I/, ..

• GOT0 900
C
1200 HRITE (HT,1202)
1202 FORMAT(//,' HRONG PROGRAM. NU_BER RETURNED BY ROBOTI')

GOT0 900
C
1300 HRITE _WT, 1302)
1302 FORMAT( //, ' ROBOT _0T _Y TO LOAD PROGRAM. ',

'_ 1 ' TYPE "_" TO TRY AGAIN> ',$)
READ (RT,904) INPUT
GOT0 120

C
2100 HRITE (WT,2102)
2102 FORMAT(//,' TIME OUT ERROR I_IILE HAITING FOR SEND' ,/,

1 ' ACKNOWLEDGE FROM ROBOT. ')
GOTO 900

C

: 2200 HRITE (HT, 2202)
2202 FORMAT(//,' LRC ERROR MESSAGE RETURNED AFTER TRANSMISSION. ')

_ GOTO 900

_'_ _' 2300 HRITE (HT,2302) IERROR
:' ' ILLEGAL ACKNOHLEDGE COD_:',I4, ' RECEIVED' ,! 2302 FORMAT(II,
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1 ' AFTER TRANSMISSION TO ROBOT. ')
" 3100 WRITE (WT, 3102)

' FIVE SECOND TIMEOUT 0CCURED DURING RECEIVE ')' 3102 FORMAT( / I,
GOT0 900

- C
_ 3200 WRITE (WT,3202)

3202 FORMAT( // , ' CHECKSUM ERROR CALCULATION PRODUCED ERROR' ,
- i ' DURING RECEIVE. ')
: GOTO 900

, 3300 WRITE (HT,33021 IERROR
' RETURNED FROM'3302 FORMAT( //, ' ILLEGAL ERROR CODE' ,I4, ,

1 ' RECEIVE SUBROUTINE. ')
" GOT0 900
'? C
.... END

"l,'°

i.... !

4

2I"

--.,/

&

.

--_a. !I
u
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C
SUBROUTINE RUN.b

C ' .

C FRED R. SIAS, JR.
C 10 JULY 1984

- C
C THIS ROUTINE IS USED TO START ANY PROGRAM STORED IN THE ROBOT.
C THE PARTICULAR PROGRAM IS SELECTED BY NUMBER WHICH IR REQUESTED

_ C BY THIS PROGRAM AND PASSED TO THE ROBOT A_ PART OF THE MESSAGE.
C
C THE LOAD PROGRAM IN THE MINC MAY BE USED TO TRANSFER A PROGRAM
C FROM THE MINC DISC TO THE ROBOT M_IORY PRIOR TO STARTING THE

; C PROGRAM USING THIS RUN ROUTINE.
*." C

C THE ACTUAL MESSAGE TRANSMITTED BY THIS ROUTINE IS THE
_ C "SET PROGRAM MODE" MESSAGE. THIS I_]ST BE TRANSMITTED WHILE THE

C ROBOT IS IN THE "N0-ACTIVITY STATE" OTHERWISE IT HILL BE IGNORED.
. C THE PROGRAM MUST ALREADY BE STORED IN THE ROBOT CONTROLLER MEMORY.

ii" C THE KEYSHITCH ON THE ROBOT MUST BE ENABLED FOR THIS MESSAGE TO
C FUNCTION.

_ C
-_, C MESSAGE TYPE CODE = 131
::?_I
=':! C

_ INTEGER*2 _T,RT, IDATA( 257 ),INDATA
_'L_. INTEGER*2 ILEN, IERROR

: Wr=7
-_: RT = 5
Lo

C
10 CONTINUE

HRITE (NT, 100)
100 FORMAT(//, ' P_E TYPE PROGRAM NUMBER SELECTED' ,

1 ' AND A CARRIAGE RETURN> ',$)
READ (RT,110,ERR = 10) INDATA

110 FORMAT( I4 )
IF (INDATA. LT. 1 •OR •INDATA. GT. 9 ) GOT0 i0

C

C LENGTH OF MESSAGE TO TRANSMIT
IDATA(1) = 3

C SET SEQUENCE NUMBER TO 0
IDATA{2) ,, 0

C SET TYPE CODE TO 131
IDATA(3) = 131

C SET PROGRAM STATUS TO "RUN"
IDATA(4) - i

C TRANSMIT PROGRAM NUMBER
IDATA (5 ) - INDATA

C
-_ ILEN = 5

..,
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_ CALL SEND (IERROR, ILEN, IDATA)
7 C

"' IF (IERROR.EO.0) WRITE ([_T,1010)
IF (IERROR.E0.1) WRITE (HT,IO20)

!:i IF (IERROR.EQ.2) _ITE (WT,1030)
IF (_F..F.ROR.GE.3') _n_ITE (_,I040)

_'_ C

•_'_ RRITE (h'T, 1050)
READ (RT,1060) INPUT

' ' MESSAGE ACKNOWLEDGEDI '). : I010 FORMAT( II,
i :! 1020 FORMAT( It,' TIMEOUT ERROR - MESSAGE NOT ACKNOWLEDGEDI ')
! 1030 FORMAT(I/,' LRC ERROR MESSAGE RETURNED FROM ROBOTI ')

' UNKN0_]N ERROR MESSAGE RETURNED FROM SUBROUTINE SEND I')i """ 1040 FORMAT( //,

ii_ lO6O1°S°F0_tATcA4FORMATC//''_DO YOU_ISH TOHALTTHEPROGR_? _Y ORN_ ',$_

"':' IF (INPUT.EQ 'Y') GOT0 2000
._I
_ C

:'" RETURN

"ii 2000 InATA( 4 ) = 2

i_ CALL SEND (IERRC", ILEN, IDATA) _i

_ ' l IF (IERROR.EQ.0) WRITE (NT,1010) i'
v: IF (IERROR.EQ i) WRITE (HT,1020)

--x., IF (IERROR.EQ.2) WRITE (Wr,1030)

_,_ IF (IERROR.GE.3) WRITE (Wr,1040)
WRITE (WT,1070)

:!_: I070 FORMAT( II, " :_.: ' PRESS "RETURN" TO CONTINUE> ,$) . :
__'.:. READ (RT, i060) INPUT
_l_ C

.'F RETURN

• r

r !.
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i C
SUBROUTINE MESAGE

C
,, C THIS ROUTINE ACCEPTS A MESSAGE FROM COMPUTER KEYBOARD

C AND TRANSMITS TO ROHOT FOR DISPLAY ON CONSOLE
C
C FRED R. SZAS, JR.

"" C 25 JUNE 1984
C

C
BYTE STRING(254)

< INTEGER*2 IDATA( 257 ),RT,WT,INPUT
LOGICAL*I PROMT(16)

: C
" 'N' 'P' 'U' 'T' ' ' 'M'DATA PROMT /'I', , , , , , ,

'S' 'S' 'A' °G' 'E' ':' ' ',00/:'_ 1 'E', , , , , , ,
RT=5
WT=7

:L C
",_' k"R_TE (HT,10)

__. 10 FORMAT(' INPUT SEQUENCE NUMBER: ,$)
_ READ (RT,15) IDATA( 2 ) '

:i- 15 FORMAT (13 )

• IDATA (3 )=133
C

CALL GTLIN(STRING,PROMT)
C

•:. LENGTH=LEN (STRING )
C

ILEN=LENGTH+3
DO 100 I=4,ZLEN
IDATA (I )=SIRING( I-3 )

: 100 CONTINUE
IDATA( 1 )=LENGTH+I

C
CALL SEND (IERROR, ILEN, IDATA )

C

IF (IERROR.EQ.2) WRITE (WT,110)
110 FORMAT (II, ° CHECKSUM ERROR. DATA MAY BE WRONG. ')

IF (IERROR.EQ.1) WRITE (WT,120)
120 FORMAT(//,° TIMEOUT ERROR. ROBOT DID NOT RESPOND. ')

WRITE (HT,130)
130 FORMAT(/, ' TYPE "RETURN" TO CONTINUE> °,$)

READ (RT,140) INPUT
140 FORMAT( I4)
C

- RETURN
END
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C

SUBROUTINE DEBUG
C '

C THIS ROUTINE PERMITS C0_I_0L OF INDIVIDUAL _0RDS TRANSMITTED TO
C OR RECEI'.,_D FROM THE EXTERNAL DEVICE INTERFACE.
C
C FRED R. Sl_$, JR.
C 24 MAY 1984 i
C

C
C DECLARATIONS
C

INTEGER* 2 INPUT,RT,WT
C

RT--5

C
C COMMAND INTERPRETER
C
100 CONTINUE

WRITE (Wg, ii0)
+

Ii0 FORMAT( 'I' ,//I/I/,
1 ' COMMANDS" ',/ ,
2 ' A = Accept _0RD and display in HEX' ,/,

' T = Transmit NORD (HEX input will be requested' ,/,
b ' E = Exit to main menu' ,/,
7 ' Carriage return alone to display this menu')

C ++
120 CONTINUE

WRITE (Wr, 125)
125 FORMAT(1/I/1/I///,

I ' COMMAND >',$)
C i_

READ (RT,130) INPUT
130 FORMAT(A2 )
C

IF (INPUT.EQ.'') GOT0 i00
IF (INPUT.EQ. 'A') GOT0 1000
IF (INPUT.EQ. 'T' ) GOT0 2000
IF (INPUT. EQ. 'E' ) RETURN

C
WRITE (WT, 140)

140 FORMAT( I I, ' NO SUCH COMMAND! TRY AGAIN. ')
GOT0 100

C

C
1000 C0_I'INUE
C
C ACCEPT COMMAND ROUTINE - ACCEPTS MORD FROM ROBOT AND
C DISPLAYS IT IN HEX ON THE CRT
C
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%

IMASK-'° 177777
IUNIT_0
CALL DINP (IUNIT, IMASK, IERR, IND'TA)
I_RITE (wr,1010) IRDATA '

'INDATA FROM DIt/P- ' I10)1010 FORMAT( ' ',
IF (IERR.NE.I) GOT0 1900
HRITE (WT,1100) IUNIT

1100 FORMAT( ' INPUT DATA FROM UNIT ',I1, ' WAS ',$)
CALL DHEKOU (IND_TA)
GOT0 120

1900 CONTINUE
C
C ERROR PRINTING ROUTINE FOR DIGITAL INPUT DEVICE
C

I_RITE (W17,1910) IUNIT,IERR
' RETURNED WdEN READING UNIT ' If ' ')1910 FORMAT( ' ERROR CODE ',I3, , , ,

GOT0 120
C
C --

C
2000 CONTINUE"

C TRANSMIT COMMAND ROUTINE - REOUESTS DATA FROM KEYBOARD AND
C TRANSMITS TO ROBOT.
C

IMASK="177777
IUNIT--0

RITE (HT,2100)
2100 FORMAT(' INPUT 16-BIT PATTERN TO TRANSMIT TO ROBOT IN HEX: ',$)

CALL DHEXIN(INPUT) i!
CALL DOUT (IUNIT, IMASK, IERR, INPUT) _i
IF (IERR.NE.1) GOT0 2900 !
GOT0 120 ,

2900 " CONTINUE
C
C ERROR PRINTING ROUTINE FOR DIGITAL INPUT DEVICE
C

I_RITE (WE,2910) IUNIT,IERR
0 f )2910 FORMAT(' ERROR CODE ',I3, RETURNED 14HEN SENDING BY UNIT ',11, ,

GOT0 120
C

END
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C

SUBROUTINE ACCEPT
C ' •

C ROUTINE FOR RECEIVING A MESSAGE FROM THE ROBOT AND
C DISPLAYING THE DATA TRANSMITTED AS AN ARRAY IN HEX.
C

C FRED R. SIAS, JR.
C NASAIASEE SUMMER FACULTY FELLON FROM CLEMSON UNIVERSITY
C t
C 12 JULY 1984
C

C
C DECLARATI 0NS
C

INTEGER*2 IDATA(257),INPUT, RT, WT
C
C INITIALIZATION
C

WT=7
RT=5

C
+

3000 CONTINUE
C

._ HRITE (Wr, 3100)+

3100 FORMAT( II, ' ************[4AI**N************* * ,III,
1 ' Press RETURN to give up[) ',$)

"" C

• C COMMAND TO RECEIVE AN ARRAY AND DISPLAY IN HEX
C

CALL RECEVE( IERROR, ILEN, ICSUM, IDATA)
C

NRITE (Wr,3001) IERROR,ILEN,ICSUM
' ILEN=',I8,' ICSUM=' I8)3001 FORMAT( ' 'II,' IFRROR=' ,I8,

C

WRITE (NT,3002) IDATA(3)
3002 FORMAT(/1 ,' TYPE CODE RECEIVED. ',I2)
C

IF (IERROR.EQ.0) GOT0 3030
IF (IERROR.EQ.I) GOT0 3060

•_ IF (IERROR.EQ.2) GOT0 3010
C
3004 CONTINUE

WRITE (WT,3005) IERROR
' ' RECEIVED')3005 FORMAT(L, ILLEGAL ERROR CODE' ,I4,

GOT0 3030
3010 CONTINUE

WR_TE ([4T,3011)
3011 FORMAT( I, ' CHECKSUM ERRORI ° )
C
3020 FORMAT_ A2)

ic..........
.' C
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C THIS IS NORMAL PATH TO DISPLAY ARRAY
C
3030 CONTINUE

LENGTH-.IDAT.A( 1 ) *3
DO 304,0 I"I,LENG"_H
IBYTE= IDATA( I)
CALL HEX0UT(IBYTE),

3040 CONTINUE
HRI.TE (HT,3050)

3050 FORMAT(I/,' PRESS RETURN TO CONTINUE> ',$)
READ (RT,3020) INPUT
REnmN

c
3060 CONTINUE

HRITE (HT_3065)
3065 FORMAT( I, ' TIMEOUT ERROR CODE RECEIVED! °)

GOT0 3040
END

°°
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SUBROUTINE TRNSMT

C ' °

C SUBROUTINE FOR TRANSMITTING AN ARRAY TO THE ROBOT.
C

....C FRED R. SIAS, JR.
C NASA/ASEE SUMMER FACULTY FELLOW FROM CLEMSON UNIVERSITY
C
C 12 JULY 1984
C

C
C DECLARATIONS
C

INTEGER*2 IDATA( 257 ),INPUT,RT,WT
C
C INITIALIZATION
C

wr-7
RT=5

C
4000 CONTINUE
C

:_ C COMMAND TO ACCEPT ELEMENTS AND TRANSMIT A TEST ARRAY
"- C

WRITE (k_,4010)
4010 FORMAT(' INPUT SEQUENCE NUMBER IN DECIMAL> °,$)

READ (RT,4020) INPUT
4020 FORMAT(I4)

IDATA (2 )=INPUT
k_RITE (I4T,4030)

4030 FORMAT(' INPUT TYPE CODE IN DECIMAL> ',$)
READ (RT,4020) INPUT
IDATA (3 )--INPUT _
HRITE (k_, 4040)

4040 FORMAT(' INPUT HEX DATA BYTES EACH FOLL0kIED BY "RETURN°':',/,
i ' TYPE "X" TO TERMINATE DATA INPUT;._

C
ICOUNT=0
DO 4050 I=1,253
CALL HEXIN (INPUT)
IF (INPUT.EQ.999) GOT0 4060
IDATA (I+3 )-INPUT
ICOUNTm ICOUNT+ 1

4050 CONTINUE
4060 CONTINUE

C MESSAGE LENGTH INCLUDES LEI'JGTH, SEQ. NO. AND TYPE CODE
ICOUNT- _COUNT+3
IDATA (1 )=ICOUNT

CALL SEND( IERROR, ICOUNT, IDATA)
C

IF (IERROR.E0.1) kIRITE (I4T,4100)
IF (IERROR.EQ.2) WRITE (HT,4150)
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IF (IERROR.EQ.0) HRITE (HT,4160)
C

HRITE (HT,4200)
4_00 POP.HAT(/ ,' TI/_.0UT ERROR CODE P.ETUEqED! ' ),
4150 FORMAT(/,' LRC CHECK" BY"EE ERROR CODE REEuRNED FROM ROBOTI' )
4160 FORMAT(/,' DATA TRANSMITTED AND ACKNOWLEDGED BY ROBOTI')

' PRESS RETURN TO CONTINUE> '4200 FORMAT(//, ,$)
READ (RT,4020) INPUT

C

C i

o*
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C,_****_.** ke,k,_,e_,Aee_,k,ke,k*keekekkee*_eeeA*k**ekek_kkk*kkkk*keeeekeeek*A

SUBROUTINE HEX01JT(10HEX)
C
C SUBROUTINE TO CONVERT INTEGERk2 TO HEX AND DISPLAY ON CRT
C
C FRED R. SIAS. JR.

C 24 MAY 1984
C,****A,_v,_e, _,eA,ee**e,ee,e_**_e,e_eeAe,_eeee**ee,ekk_keA**_ee_e*e_eek****

INTEGER* 2 IDATA,RT,NT
BYTE IBYTE( 2 )
EQUIVALENCE (IDATA, IBYTE( 1 ))

C
RT--5
HT-7
MSD- IOHEX/16
LSD= IOHEX- (16*MSD )

C HRITE (NT,50) ° (',MSD,'/ ',LSD,'/ ',MSD,'/ ',LSD,°)'
C50 FORMAT( ' ',I4, I4 ,A1 ,A1 )

CALL CNVDIG(MSD)

IF (MSG.EQ.99) GOT0 10
IBYTE (1 )=MSD
CALL CNVDIG(LSD)

IF (LSD.EQ.99) GOT0 i0
IBYTE (2 )--LSD
NRITE (NT,100) IDATA

i00 FORMAT( ' ' ,A2)
C *"

i0 RETURN
END

C
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C_AAAA_AAAAAAAAAAA,eeAA_A,AAAAAAAAA_AAAAAAA,A_AAAAA_AA*AA_*eAAAAAAAAA,AeAAAA_
C

SUBROUT_ME HEXIN[ INHEX)
C
C SUBROUTINE TO ACCEPT TH0 HEX DIGITS FROM KE_BOARD AND
C CONVERT TO INTEGER*2
C
C FRED R. SIAS, JR.
C 24 MAY 1984
C

C
C DECLARATIONS
C

BT_rEDIGIT(2)
INTEGER*2 INHEX,IRPUT,RT,Wr
EQUIVALENCE (INRUT,DIGIT(1))

C
RT= 5
NT=?

C
10 CONTINUE

READ (RT,100) INPUT
100 FORMAT(A2)

IF (INPUT.EQ.'X') GOT0 150
C
C HRITE (WT,120) DIGIT(1),DIGIT(2)
C120 FORMAT (' ',AI,A1)
C

IDIGIT=DIGIT(1)
CALL ATOI(IDIG_T)
IF (IDIGIT.EQ.99) GOT0 10
INHEX=I6*IDIGIT ""

C
IDIGIT=DIGIT(2)
CALL ATOI(IDIGIT)
I[ (IDIGIT.EQ.99) GOT0 10
I_=INHEXe-I/)_GIT
REnmN

C
150 CONTINUE

INI%EX=999
_N
E_

C

XXIII - 80 _._

O0000007-TSBO8



!

C
SUBROUTINE DHEXIN(INHEX)

C
C SUBROUTINE TO ACCEPT FOUR HEX DIGITS FROM K_BOARD AND
C CONVERT TO INTEGER*2
C
C REVISION OF TWO DIGIT ROUTINE
C
C FRED R. SIAS, JR.
C 22 JUNE 1984
C

C
C DECLARATI 0NS
C

BYTE INPUT( 4 ),TABLE( 8 )
INTEGER*2 INHEX, INDATA( 4 ) ,RT,HT
INTEGER* 4 INP

EQUIVALENCE (INDATA( 1 ),TABLE(1) )
_" EQUIVALENCE (INP, INPUT( 1 ) )
_ C

RT=5
WT-7

[" i0 CONTINUE

READ (RT,100) INP
I00 FORMAT (A4)
C

TABLE( 2 ) =0
TABLE( 4 )-0 ..
TABLEt 6 )=0
TABLEt 8 )=0
TABLE (1 )=INPUT (1 )
TABLE (3 )-IN'P0T (2 )
TABLE (5 )= INPUT (3 )

.' TABLE( 7 )"INPUT( 4 )
C

DO 200 I--I,4
CALL AT01 (INDATA (I ) )

C

IF (INDATA (I ).EQ .99 ) GOT0 10
200 CONTINUE

INHEX= INDATA (1 )*4096
INHEX= INHEX+ 256* INDATA (2 )
INHEX= INHEY,+16* INDATA (3 )
INHEX= INHEX+ INDATA (4 )

C
RETURN
END

C



C_**Ae**ee,e***e,eAAe**Ae,eeAA,eeeAeeAA***Ae,ee**A,A_**Ae****e*_e*e*e*_ee***A
C

8U2ROUTINE DI_0U(IOH_()
C
C SUBROUTINE TO CONVERT INTEGER*2 TO 4 DIGIT HEX AND DISPLAY ON CRT
C
C MODIFIED FROM HEXOUT
C
C FRED R. SIAS, JR.
C 22 JUNE 1984
C
****************************************************************************
C

i INTEGER*2 RT_'T,IOHEX,IDIGIT, IDATA(2),ITEMP
• BYTE IBYTE(2),IBITE(4),IOUT(4)

:_ EQUIVALENCE (ITEMP,IBYTE(1))
_-, EQUIVALENCE (IBITE(1),IDATA(1))
!_! C

!-i RT-5

_ ITEMP_IOHEX
• IBITE(2)_0

_i. IBITE(4)-0

!! IBITE(1),-IBYTE(2)
t: IBITE(3)_IBTTE(1)
i C HRITE (HT,111) IDATA(1)

C HRITE (HT,111) IDATA(2) _
: iii FORMAT(I8)

)_! IDIGIT-IDATA(1)/16
CALL CNVDIG(IDIGIT)

r IOUT(1)"IDIGIT ""

IDIGIT=IDATA(1)--((IDATA(1)/16)*16)
"" CALL CNVDIG(IDIGIT)

I0b'T(2)=IDIGIT
C

IDIGIT"IDATA(2)/16
CALL CNVDIG(IDIGIT)
IOUT(3)"IDIGIT
IDIG_T"IDATA(2)--((IDATA(2)/16)*I6)
CALL CNVDIG(IDIGIT)
!0UT(4)=IDIGIT

C
HRiTE (WT,150) (IOUT(1),I=I,4)

150 FORMAT(' ',4AI)
C
i0 RETURN

ERD

•i
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C_******_AA_*_*_A***_*AAA**A^e*_*A*e*e*eA_****A*AeAAeeeeAAee_eeAAA,_AeAAA**_
C

SUBROUTINE ATOI (_DIGIT)
C

C SUBROUTINE TO CONVERT ASCII VALUE OF HEX DI_ZT TO AN INTEGER
C

C*_*AA*A_AAA*AAeA_A_e*e**e*eeAA*AeAAA*eAe*Ae*Ae,Ae_ee,e,e,AAAe_AAAAAeAe,_A
C

INTEGER*2 RT,Wr
,'" RT-5

W_=7
C
C

IF (IDIGIT.EQ.48) IDIGIT=0
IF (IDIGIT.EQ.49) IDIGIT=I
IF (IDIGIT.EQ.50) IDIGIT=2
IF (IDIGIT.EQ.51) IDIGIT=3
IF (IDIGIT.EQ.52) IDIGIT=4

;_' IF (IDIGIT.EQ.53) IDIGIT=5
•" IF (IDIGIT.EQ.54) IDIGIT=6
# IF (IDIGIT.EQ.55) IDIGIT=7
_. IF (IDIGIT.EQ.56) IDIGIT=8
_ IF (IDIGIT.EQ.57) IDIGIT=9

IF (IDIGIT.EQ.65) IDIGIT=10
IF (IDIGIT.EQ.66) IDIGIT=11
IF (LDIGIT.EQ.67) IDIGIT=12
IF (IDIGIT.EQ.68) IDIGIT=13
IF (IDIGIT.EQ.69) IDIGIT=14
IF (IDIGIT.EQ.70) IDIGIT=15

C

C WRITE (kiT,100) IDIGIT
C

C ERROR TRAP FOR NON HF,X DIGIT
C COULD FAKE IT OUT BY TYPING ASCII CONTROL CODES 0-15
C

IF (IDIGIT.GT.15) GOT0 500
IF (IDIGIT.LT.0) GOT0 500

C
RETURN

C
500 WRITE (14T,510 )

510 FORMAT(///,' ILLEGAL DIGIT PLEASE REENTER DATA.',//)
IDIGIT=99
RETURN
END

C

i
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C
SUBROUTINECNVDIGiINTHEX)

C '
C ROUTINE TO CONVERT BINARY-CODED INTEGER TO ASCII
C
Ce,,eee,e,_,e_***eee,e,eeAe,ee,eAA,eeeeek,ke,k,_e_ke_eAeA*****e,ee*****e,A,_
C

INTEGER*2 RT,Wr
RT-5

C
IF (II_/HEX.LT.0) GOT0 500
IF (INTHEX.GE.16) GOT0 500
IF (INTHEX.EQ.0) INTHEX=&8
IF {INTHEX.EQ.1) INTNEX=49
IF (INTHEX.EQ.2) INTHEX=50

_ IF (INTHEX.EQ.3) INTHEX=51
IF (INTHEX.EQ.4) INTHEX=52
IF (INTHEX.EQ.5) INTHEX=53

:_ IF (INTHI_(.EO.6) INTHEX_54
IF (INTHEX.EQ.7) INTHEX-55
IF (INTHEX.EQ.8) IN'_EX_56
IF (_NTHEX.EQ.9) INTHEX=57
IF (INTHEX.EQ.10) INTHEX=65
IF (INTHEX.EO.II) INTHEX=66
IF (INTHEX.EQ.12) INTHEX=67
IF (INTHEX.EQ.13) INTHEX=68
IF (INTHEX.EQ.14) INTHEX=69
IF (INTHEX.EQ.15) INTHEX=70 ,_ i_

C _

200 CONTINUE
REFORN

500 CONTINUE
klRITE (kiT,510)

510 FORMAT(' NOT A LEGAL HEX DIGIT FOR OUTPUT')
INTHEX=99
RETURN
END

i
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IDATA (I )-46
, C

ILEN=4S
C

i C HILL TRY TO SEND FIVE TIMES
i C

DO 5200 I-I,5
C

CALL SEND( IERROR, ILEN, IDATA)
C

: IF (IERROR.EQ.0) GOT0 5500
C
5200 CONTINUE
C

HRITE _WT,5210)
e MINC GAVE UP AFTER 5 TRIES TO SENDi' /)5210 FORMAT( //,

C

WRITE (HT,5220)
- 5220 FORMAT( I, ' PUSH "RETURN" TO CONTINUE> ',$ )

(RT,5230) INPUT
5230 FORMAT (A4)

RETURN

-: c
.....,. 5500 CONTINUE

:_: C HERE IF INITIALIZATION COMPLETE AND 0K ..
-_ _ HRITE (HT,5510)

5510 FORMAT(1/,' INITIALIZATION COMPLETE AND 0K! °,I,
1 ' PRESS "RETURN" T0 CONTINUE) ',$)

READ (RT,5230) INPUT
C

RETURN
END
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5000 CONTINUE
C

ITYPE-IDATA(3)
IF (I."/PE.EQ.I) GOT0 5100

C
WRITE (14T,5010)

5010 FORMAT(//,' WRONG TYPE CODE (',I4,') RECEIVED FROM ROBOTI',/,
I ' PRESS "RETURN" TO CONTINUE> ',$)

READ (RT,5230) INPUT
RETURN

C
5100 CONTINUE
C HERE TO PROCESS ACCEPTABLE REQUEST
C
C RETURN STATUS/IDENTIFICATION INF0 TO ROBOT
C

IDATA(3)=129
C
C DEVICE TYPE _ i I.E. THIS IS A COMPUTER

IDATA(4)=I
: C
' C DEVICE IDENTIFICATION = "MNC"

IDATA(5)=77
IDATA(6)-78 ..
IDATA(7)=67

C
C SYSTEM STATUS IS OPERATIONAL

IDATA(8)=I
C
C SEND MESSAGE "MINC OK - CYR01 V1.0"

IDATA(9)=77
IDATA(10)=73

•" IDATA(II)=78
IDATA(12)=67
IDATA(13)=32
IDATA(14)=79
In_TA(15)=75
IDATA(16)=32
IDATA(17)=45
IDATA(18)=32

C CYR01
IDATA(19)m67
IDATA(20)_S9
IDATA(21)=82
IDATA(22)=79
IDATA(23)a49
IDATA(24)_32

C VI.O
IDATA(25)-86
IDATA(26)-49
IDATA(27)-46
IDATA(28)=48

C
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INTEGER_.2 IDATA( 257 ),RT,WT
BYTE INPUT

C
RT=5
WT=?

C
I0 CONTINUE
C

HRZTE (WT,50)
50 FORMAT(/, ° WAI'_'INGFOR ROBOT TO RESPOND! ',/r

I ' HIT ANY KEY TO QUIT HAITING.> ',$)
C

CALL RECEVE (IERROR, ILEN, ICSUM, IDATA)
C
C NORMAL EXIT WITH IERROR=0

IF (IERROR.EQ. 0 ) GOT0 5000
C
C CHECKSUM ERROR IF IERROR = 2

IF (IERROR.EQ.2) GOT0 2000
C
C ILLEGAL ERROR CODE IF GREATER THAN 2

IF (IERROR.GE. 3) GOT0 3000
C
C FALLS THRU TO HERE IF TIME OUT (IERROR=I)
C .o

WRITE ([r_T,_00)
200 FORMAT(//,' NO INITIALIZATION MESSAGE FROM ROBOT',/,

1 ' PRESS "RETURN" TO CONTINUE> ',$)
_EAD (RT,5230) INPUT

C
RETURN

C
C HERE TO PROCESS CHECKSUM ERROR
2000 CONTINUE

HRITE (WT,2010)
C
2010 FORMAT (II, ' CHECKSUM DOES NOT COMPUTE !',I,

1 ' TRY AGAIN? (Y OR N)> ',$)
READ (RT,5230) INPUT
IF (INPUT.EQ.'Y') GOT0 10
RETURN

C
C HERE TO PROCESS ILLEGAL ERROR CODE AND RETURN TO MENU
3000 CONTINUE
C

['_IITE([_w3010)
3010 FORMAT(//,' RECEIVED AN ILLEGAL ERROR CODE fROM RECEVE',

1 ° SUBROUTINE.' ,/,
2 ' PRESS "RETURN" TO CONTINUE> ',8)

READ (RT,5230) INPUT
REnmN

C i
C
C HERE TO PROCESS INCOMING MESSAGE
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Cke*e*ekke_e*kee*keA ekekk,kA,_***ek_ekA**ee**_,eee***ke**e**A**e*****eek**e,#
C

SUBROUTINE INIT
C
C FRED R. SIAS, JR.
C 25 JULY 1984
C
C SUCCESSFUL COMPLETION OF THIS SUBROUTINE ESTABLISHES THAT
C COMMUNICATION PROTOCOLS ARE HORKING PROPERLY.
C

C THIS SUBROUTINE IS REQUESTED FROH THE MINC CONSOLE
C PRIOR TO RESETTING THE ROBOT.
C h_dEN THE ROBOT IS RESET IT HILL REQUEST A DEVICE IDENT/STATUS
C FROM THE MINC COMPUTER.
C TYPE CODE = 1
C
C
C THIS SUBROUTINE _ILL RESPOND THAT THE MINC IS OPERATIONAL
C AND HILL TRANSMIT THE APPROPRIATE CODES=
C TYPE CODE = 129
C DEVICE TYPE (1 BYTE) = 2 (MEANS THAT COMPUTER DEVICE)
C DEVICE IDENT. (3 ASCII BYTES ) = "MNC"
C SYSTEM STATUD (I BYTE) = I (MEANS OPERATIONAL)
C ASCII MESSG = "MINC OK - CYR01 V1.0"
C ,°

C THIS SUBROUTINE HILL CALL THE RECEVE SUBROUTINE TO WAIT FOR THE
C INITIAL MESSAGE FROM THE ROBOT. THE MINC HILL WAIT INDEFINITLY
C FOR THE ROBOT TO RESPOND. TO QUIT WAITING HIT ANY KEY ON THE MINC
C CONSOLE AND THE PROGRAM HILL RETURN TO THE MAIN MENU.
C
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i ' I0. S£ngle HORD I/0 °,/, ,
2 ° II. RECEIVE an array',/,
3 ' I2. TRANSMIT an array', II,

i 2 ' "E" EXIT TO OPERATING SYSTEM',////,
I 3 ' SELECT)',$)

C
READ (RT,400) INPUT

400 FORNAT(A2)
C

_ IF (INPUT.EO. 'i') CALL MOVE
IF (INPUT. EQ. '2' ) CALL POSIT
IF (INPUT. E(}.' 3' ) CALL PARS
IF (INPUT. EQ. '4' ) CALL INPOS l
IF (INPUT. EQ. '5' ) CALL INIT
IF (INPUT,EQ •'6' ) CALL SAVE
IF (INPUT.EQ, '7') CALL LOAD
IF (INPUT,EO, '8') CALL RUN
IF (INPUT.EQ. '9') CAIIL MESAGE
IF (INPUT.EQ. '10' ) CALL DEBUG
IF (INPUT.EQ •'11' ) CALL ACCEPT
IF (rNPUT.EQ. '12' ) CALL TRNSMT
IF (INPUT.EQ. 'E') STOP

C
GOT0 300

C
END
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C
C DECLARATIONS
C

INTEGER*2 IDATA( 257 ),INPUT, RT, NT
REALX

C
C INITIALIZATION
C

NT=7
RT=5

C

k_ITE (NT,100)
100 FORMAT( '1' ,/////,

1 ' MANUAL cHECKOUT ROUTINE FOR', I,
2 ' CYR0 750 EXTERNAL DEVICE INTERFACE', //,
3 ' F. R. SIAS, JR.',//,
4 ' NASAIASEE - CLEMSON UNIVERSITY' ,I,
5 ' JUNE 1984",1111111111,
6 ' TO CONTINUE PRESS RETURN>' $ )

C

READ (RT,110) X
110 FORMAT( G6.0 )
C

NRITE(NT, 200)
200 FORMAT( 'i' ,IIIIII,

1 ' Select _est mode by item number in the following menu. ',I,
2 ' Then provide requested parameters. ',II,
3 ' YOU MUST TURN ON THE MINC COMPUTER AND EXECUTE THE',/,
4 ' INITIALIZATION PROGRAM (MENU SELECTION 5) BEFORE THE', I,
5 ' RGBOT NILL RESPOND TO OTHER COMMANDS! RESET THE ROBOT',/, !
6 ' AFTER MENU ITEM 5 HAS BEEN SELECTED. ',II,
7 ' Use "return" or "enter"',/,
3 ' to terminate each entry parameter or to advance to the next' ,I,
4 ' whenever the following is displayed=',//////,
5 ' SELECT >',$)

C
READ (RT,I10) X

C
C MAIN SELECTION MENU
C
300 CONTINUE
C

NRITE (NT,310)
310 FOPRAT( '1',IIIII,

1 ' C_R0 750 EXTERNAL DEVICE INTERFACE TEST MEN_=',II, ......
2 ' i. MOVE Robot',l,
3 ' 2. ReqUest Robot POSITION',I,
4 ' 3. Request Robot System P_S',I,
5 ' 4. Send IN-POSITION co_eand', I,
6 ' 5. INITIALIZE System. (Reset Robot. )',I,
7 ' 6. Get a program from robot and SAVE' ,I,
8 ' 7. LOAD program and verify',/,

9 ' 8. _proqram',/,l ' 9. message to robot console' ,/,
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C
PROGRAMCI'R01

C
C MAINLINE PROGRAM AND STUBS F0N TESTING ADVANCED ROBOTICS
C EXTERNAL DEVICE INTERFACE OPTION
C
C FRED R. SIAS, JR.
C NASA/ASEE SUMMER FACULTY FELLOW FROM CLEMS0N UNIVERSITY
C

' C 18 MAY 1984
C

C
C This is the malnllne program for a system that may be used to
C communicate with the Advanced Robotics CYR0 750 Robot.
C
C The main selectlon menu allows one t@ select one of the followlng
C features:

c !
C CYR0 750 EXTERNAL DEVICE INTERFACE TEST MENU:
C
C _. MOVE Robot
C 2. Request Robot POSITION
C 3. Request Robot System PARAMETERS ,
C 4. Send IN-POSITION co_unand i
C 5. INITIALIZE System. (Reset Robot_) !
C 6. Get program from robot and SAVE I
C 7. LOAD program and verify i
C 8. RUN a p_ogram
C 9. Send MESSAGE to robot console !

C i0. Single _ORD I/0 _ i
C ii. RECEIVE an array • ,
C 12. TRANSMIT an array _
C "E" EXIT to the ope_a_ing__y_em i
C
C ':

c SELECT>
C
Ce_***e**eee,eee**ee**ee**e_,eeeee****_e***_*****e***ee**eee**eeeee_****e*
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UEBRIS IMPACTON.EARIII-ORUlTLNG
SPACECRAFT

BY

DallasG. Smith
Professorof Civil Engineering

TennesseeTechnologicalUniversity
Cookeville,Tennessee

ABSTRACT

The accumulationin recentyears of Earth-orbitingspace debris leads
to some importantnew design considerations. Some 5,000 orbitingobjects,
many of them explosionfragments,are currentlybeing tracked. Many objects
toosmall to track are known to exist. Future collisionof these objects
with each other is predicted. These collisionswill occur at high
velocitiesin the neighborhoodof lO km/s. Consequently,each collisionwill
be explosive,ejectingthousands,perhapsmillions,of new orbitingobjects,
in turn increasingthe frequencyof future collisions. The debris popula-
tionmay thus become"self-regenerative,"and the futureflux of orbiting
debriswill exceed that of _eteoroids. As a result,a large space structure
in earth-orbitfor severalyears has a significantprobabilityof impact
by debris objects. As _ design problem,debris impactis significantly
differentfrom meteoroidimpact. Past meteoroidcalculationsinvolved
particlesof low mass, on the order of lO"2 gm. Orbitingdebris objects
are much larger,on the order of severalcentimetersin size. Protection
againstsuch largeobjectsmay requiresevere structuralmeasures. Thus
debris impactcould be one of the prime considerationsin the designof
large,earth-orbitingspacecraft. Curbingthe additionof man-madeobjects
by international agreementcould help solve the problem.
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INTRODUCTIONAND OBJECTIVES

A growingnumberof scientistsare becomingaware of the space
debris Issue. Early on, Brooks!expressedconcertover the debris
impacthazard. He noted that an order of magnitudeincreasein
structuralresistanceto penetrationfailedto producea corresponding i
decreasein penetrationprobability. Kesslerand Cour-PalaisL in 1978
introducedthe notiontllatcollisionsamong satellitescould _enerate
fragmentswhich could impac:other satellites. Kessleret al_ continued
to publizethe hazard. In 1981 Kessler4 coinedthe phase "self-regenera-
tive"to denote the self propagatingnatureof the debris. Finally,
in 1981, an AIAA positionpaperb called for correctiveactionand an
internationaldialogto recommendpolicy. An o(bitaldebrisworkshop6,
and recentpapers by Reynolds,Fischerand Rice/ and bynChobotov_reflect
the growingconcern. But, the recent reportby Johnson_ shows,the
debrispopulationcontinuesto grow.

Some of the resultson the accumulationof space debris of those
mentionedabove will be reviewed. The implicationsof those resultsin
the designof a large space stationwill be considered. The main objective
will be to call attentionto the menanceposed by space debris.
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OBSERVED DEBRIS

Some 500(}objects in earth-orbitare currentlytrackedby NORAD.5,B
Only abour 5 percentof these are active satellites,g About half of
the observedpopulatlonis attributedto some 80 fragmentationsof
satel|ites.9 Some of these fragmentationeventswere producedby
anti-satellitetests,some by accidentalexplosionsof rocketmotors
(the U. S. Delta rocketfor example). Half of the fragmentationsremain
unexplained.

The observedobjectsdisplaya varietyof orbits and directions.
Their spatialdensityin objectsper unit volumeof space is random in
longitude.2 The spatialdensityvaries in latitudebut not by more than
about a factorof 2 from the average.2Becauseof this Kesslerhas dealt
with the averageat a given altitude.

Since the objectsdisplaya varietyof directionsand orbits,a
given spacecraftis subjectto impact from many directionsat many
relativevelocities. The directionand relativevelocityof impact
upon a given spacecraftdependsupon the orbit inclinatlonof that
spacecraft. Chobotov_,however,has shown that, regardlessof the
inclination,the mean relativevelocityof impactwould be near lO km/s
and that the mean directionof the object would be about gOe to that
of the spacecraft. Thus on average,a spacecraftis subjectedto impact
of a cross trackingspace objectat a relativeimpactvelocityof about
10 km/s. Since this impact is in the hypervelocityregime,penetration,
and other structuraldamage is possible,even from objectsas small as
lmm.

Figure1 shows the debris flux expres§edin impactsper unit
area per unit time as computedby Kessler.• Two curvesare shown; one .
is the observedcurve,the other is a correctedcurve which accounts
for objectstoo small to observe. The probability,_pi,of a spacecraft
sustainingimpactby any of the objectsis given bye

Pi = l-e"FAt (l)

where F is the space debris flux given in Figurel; A is the spacecraft's
area, usuallytaken to be the averagecross-sectionalarea for debris
calcula+'_ns;and t is the exposuretime.

To illustratea case discussedby others, considerthe probability
of impacton a large space station. Specifically,assume a space station
havingan averagediameterof 100m, on orbit for 10 years at an altltude
of 500 km. FigureI shows that the flux for that altitudeis about 6XI0"_

orimpacts/_2"yr'7853m.Therefore,Thespace stationcross sectlonalarea is TII(lO0
)2

FAt --6X10-7 (7853)(lO) = 0.047 impacts,
so that

Pi'= l-e -0.047_ 0.05.
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Thus a 5 percent probabili:y exists that the space station would be
struck by an observed object tn a period of 10 years. Thts ts the
probability based on the presently observed flux and does not tnclude
the effects of future growth tn flux and does not tnclude objects
smaller than 4 cm in diameter. (A 4 cm impacting object ls very
large, capable of penetrating several 1riches of aluminum. Past
meteoroid calculations involved particles on the order of 10-2 grams.)

' Manydebris objects tracked by NORADare explosion fragments,
Stnce explosions produce many fragments smaller than 4 cm, a vast
number of fragments exts¢ in orbit but escape detection. Indeed,
in one spectal test NORADtemporarily lowered the sensitivity threshold
of a North Dakota facility and were able to see several times the
numberof objects previously seen. _ Thus the actual debrts flux
is much greater than that actually observed.

Based on the number of fragments produ;ed by an earth explosion
of an Atlas rocket (1337 fragments) Kessler 4 madean approximate
correction to the observed flux. This produced the upper curve in
Figure l. If this curve is used, the flux at 500 km ts increased
to near IX]O-6 tmpacts/m2-yr. The probability of impact on the space
station in the above example now becomesabout 8 percent. An impact
probability,near 10 percent for a large space station has been noted
before.*,o, _ Future growth of the .debris population wtll increase
the probability.

It should be noted that the impact probability on small spacecraft
remains small. For example, a spacecraft with a lOm diameter on orbit
for 1 year still has an impact probability on the order of only 10"_.
A significant probability occurs specifically for large spacecraft
exposed several years.
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GROWTHOF DEBRIS

The historical growth of orbiting debris ts well documented. The
number of observed objects has increased at 300 to 500 objects per
year.3,4 Past growth has been tn large part due to explosions. Some
of these were accidental (e.g. the Delta rocket) and have stnce been
corrected by redesign. Others were intentional milttary tests, which
could either stop or continue in the future.

Even withuut further input from man, however, the growth of the
debris population may continue. The source wtll be eJecta particles
resulting from tntercollistons of presently existing objects. _ The
probabilityof intercollisionof any two objectsis proportionalto
the squareof the number of objectsin orbit..Tl_usthe probabletime-to-
collisioncan be calculated. In Ig81 Kessler4 estimatedthat the first
intercollislonwould occur in 17 years. Subsequentcollisionswould
occur more frequentlyso that by 1998 the collisionfrequencywould be
increasedto 0.24 to l collisionsper year.

Such collisionsare mattersof probabilityand there is some evidence
that the first collisionhas alreadyoccurred. The Soviet satellite
Cosmos 954 suffereda suddenloss of pressure,possibl_due to impact,
which resultedin an uncontrolledreentryover Canada._ The U. S.

Pageos ballonsuddenlybr)ke up on a regionof high collisionprobability
after nine year in orbit. On_Geos2 a sectionof solar panel was
damaged,apparentlyby impact,j

Intercollisionsof orbitingobjectswlll occur at hyper velocities,
capableof creatingmany ejectaparticles. The numberof ejecta particles
dependson the size, sha_e, and compositionof the two collidingbodies.
Estimatesvary. Kessler4indicatesthat a 4 to 40 cm 9bject colliding
with a 3 to 4m payloador rocketmotor produces1.4XIO_ q_jectsgreater
than I cm and 3.5XI0° objectsgreaterthan 1 mm. Johnson'refersto one
particularearth test conductedwith a projectileof 235 gm at a velocity
of 6 km/s which producedlO_ fragmentsin the size range 1-25 mm. While
the precisenumbervaries and dependsupon the natureof the colliding
bodies,it seems that a collisionwill producetens of thousands,perhaps
millions,of ejectedfragments.

Each collisionproducesa large numberof orbitingobjects. This
reducesthe time to the next collisions,which in turn producesmore
objects,reducingthe time to the next collisionand so on. Thus the
numberof objectswill increaseat an acceleratingrate.

Orbitaldecay from atmosphericdrag acts to reducethe numberof
objects. The rate at which objectsare removedby this action depends
upon the mass and orbit of the objects. Significantcleansingmay take
tens, hundredsor thousandsof years.- If the numberof fragments
producedby intercollisionsexceedsthe clearingof orbitaldecay, then
a net increasein the debris populationwill occur. In Kessler's
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words 4 the debri_ will become "self-regenerative."

Cour-Palais lO has estimated the future deb_'is flux. His projection,
prepared for Space Station Program Customer Services Handbook, is _h_wn
in Figure 2. It can be seen that the debris flux at the 500 km altitude
exceeds the meteoroid flux for particles larger than about 0.2 cm. More-
over the presumed density of the debris objects is about 2.8 gm/cm3 whereas
that for meteoroids is 0.5 _m/cma. The impact velocity is g km/s for
a space station in a 30o Inclination orbit and 10 km/s for a 60o inclina-
tion orbit at a 500 km altitude. Cour-Palais estimates the uncertaintty
in Figure 2 to be f_ctc:- of 3 for the 1 cm flux and a factor of 10 for the
I ml_ flux.
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IMPLICATIONSFOR A SPACE STATION

The hazardof debris impacton ]arge,Ion_-durationspace structures
has been discussedby Kessleret al.3,4 Some examplenumbershelp illustrate
the problem. By use of the projectedflux in Fi!]ure2, it is possibleto
estimatethe wall thicknessrequiredto insurea given probabilityof
penetrationprotection.

The probability,Po of zero impactby an object of a given diameter
or greateris given by

Po = e'FAt (2)

where F is the flux correspondingto the givenobject diameter. One
selectsa desiredprobablityof zero penetration. Then for a spacecraft
of known cross sectionalarea, A, and duration,t, the flux, F, is
calculatedfrom equation (2). This flux is used in Figure2 to determine
the correspondingobject diameter. This is the object size which the
spacecraftwall must be designedto defeat.

To determinethe wall thicknessrequiredone uses an equation for
"thresholdpenetration"or_ballisticlimit." The equationcurrentlyin
use for meteoroidimpact is11, 22

t = kI m°-352 p I/6V0.875 (3)

where kI is a constantfor a given wall material,approximatelyequal

to 0.57 for aluminum;m is the projectilemass in grams; p is the I
projectiledensityin grams/cm_;V is the projectilevelocityin km/s; _
and t is the thresholdthickness,the minimumplate thicknesswhich
will preventpenetration.

Equations(2) and (3), togetherwith Figure2, were appliedto
three examplespace stationshavingaveragecross-sectionaldiametersof
lOOm, 50m, and 25m. For each, the requiredwall thicknesswas determined
so as to insure a penetrationprotectionreliabilityof 0.99, 0.95, and
0.90 duringa I0 year exposuretime. The meteoroidflux was neglected.

ResuILJare si_ownin Table I. One can see that for 0.99 zero-
penetrationprobabilityexcessivesinglewall thicknessesare required:
686, 48, and II cnifor the lO0, 50, and 25m diameterspace stations
respectively. Lowerib_gLhe protectionrelldbllityto 0.95 resultsin single
wall thicknessesof 35, 8.2, and 3.3 cm respectively. Finallylowering
the reliabilityto 0.90 resultsIn 14, 4.4, and 2.5 c,awall thicknesses.
Even the last case (0.90 reliability,25m dlameterspace station)requires
a l-inch(Z.5 cm) thick wall. A probabiityof zero penetrationhigher
than 0.90 is desirable. By way of comparison,Skylabwas designedfor a
protectionprobability(againstmeteoroidpenetration)of 0.995. In
view of the projecteddebrisflux it appearspracticallyimpossibleto
achievesuch a high degreeof reliabilityfor a large, long-durationspace
structure.
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The use of double wall construction (placing a shield or bumper
i outboardof the main wall) substantiallylowersthe requiredtotal wall
1 thickness. The precise efficiency of such a system depends upon the

velocity of impact, wall spacing, shield thickness, etc., but the total
thickness w111 be on t_e order of 1/5 of the single wall thickness. 13
This value is shown in the last column of lable 1. Even for a double
wall construction,the requiredwall thicknessfor all but the smallest i

space stationand the two lowest reliabilityrequirementare on the order
of an inch or greater. As noted before, resulting structures may be
too heavy and expensive to be practical. To achieve high, even modest,
levels of reliability it may be necessar) to explore new methods of
protection: triple-wall construction, and composite materials for
example. Impact testing of proposed designs will be necessary. Even
with these measures, high reliability may still not be possible.

The alterhatlves to providing protection is to accept higher risk
or alter the debris environment. To alter the environment by debris
collection and removal would require propulsion enough to chase and
catch thousqnds of objects. This is not feasible with present propulsion
technology. /

It seemsthat the least expensive solution is to curb the addition of
manmade objects in space. Payloads can be designed to reenter the
atmosphere at the end of their useful life for example. 5 Military
explosions can be halted. This solution requires international agreements
and legislative dction.
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CONCLUSIONSANDRECOI_IENDATIONS

A substantial number of debris objects are presently observed in
near-earth space. Many of these are fragments of explosions. Evidence
indicates a large population of objects too small to observe. The number
of objects is expected to grow as a eesult of ejecta from intercollisions.
Milttary operations in space can accelerate the growth. The growth in
numbermay exceed the natural cleaning effect of orbital decay so that
the debris population will continue to grow, become"sel_-regenerative."
Near earth space may becomevirtually impossible to use.-

Spacecraft collisions with debris objects will be catastrophic,
occurringat hyper velocitiesnear 10 km/s. The presentprobabilityof .:
impactto small spacecrafton short missionsis negligiblysmall. The
probabilityof impacton a large space station,however,is of the order of
lO per cent. Impactprotectionfor such structuresis a prime design _
consideration;the expenseof high penetrationprotectionreliability
may be prohobitive.

Onc_ debris is in orbit it is expensive,if not impossible,to
recover.- Therefore,it is importantto slow the growthnow beforetoo
much accumulates. To solve the problem,the manner in which space is
used can be altered.l The additionof man-madeobjectscan be curbed
by means of Internationalagreementsand legislativeaction.
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FIGURE I. Spatial Bensity of Debris Objects (from Reference 4).
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FIGURE2. Projected Debris Flux for 1990's (from Reference 10).
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ABSTRACT

Transparent binary metalllc alloy solidification models have become
increasingly more important in attempts Co understand the processes causing
llquid-liquid and solld-llquld phase trans[ormatlons in meta111c a11oy
systems. These models permit vls,lal observation of the phase transformatlon
and the processes preceding solidlficatlon. There is a need to
experlmentally expend the number of these transparent monotectlc binary
models to distinguish between the unique and general phenomena observed
using the llmlted number of model systems currently available. The
objective of .hls study was to expand the number of accurately determined
monotectic phase diagrams of oodel systems_ while contributing to a data
base for eventual use with UNIFAC group contribution methods.

The phase diagrams of the model systems were measured using a light

scattering technique developed in the preceding study, Systems studied

included: succlnnnttr ile (SN) - anhydrous ethano1_ SN - axeotroplc ethanol

and water, SN - deuterium oxide (D20) _ SN - cyclohexanol, SN - benzene and
SN - 20°C neutrally buoyant mixture of D20 and H20.
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INTRODUCT ION

Generally, attompts to solidify i_isclble mixtures to make binary

alloys tn sttu have yielded poorly dispersed composites. If a binary homo-
geneous melt is cooled into a f_nmlsclhle region, the newly formed second

phase will gencrally have a denslt_ different from the bulk phase and _tll
separate readily by sedimentation in unit gravity. Unless the system is
quenched extremely rapidly, which can only be accomplished using very small
samples, phase _eparatlon will be vlrtually complete when the melt solidi-
fies. Therefore, it is not possible to make alloys of finely dispersed
composites with systems having liquid phase Imlsclbility regions using
standards casting techniques [I]. To date, more than 500 metallic systems
have been found to exhibit this liquid phase Immtsclbzlity region [2] which
is characteristic of all binary monotectic systems. Uses for monotectlc
metallic alloys, solldlfled in mlcrogravlty environment to reduce sedi-
mentation effects, have been suggested by Gelles [3] and include lower-cost
electrical contact materials and composites with unique electrical and super
conductive properties.

Transparent binary metallic alloy solidification models have become
Increslngly more important in attempts to understand the processes causing
llquld-llquid and solld-llquid phase trasnformations in metallic alloy
systems. Until the discovery of these transparent alloy models [&],
sectioning after solldlflcatlon, followed by metallography, wa_ the only way
to study metal castings. Today, one can use a transparent alloy solldlfl-
cation model, which p]?oduces slmllar casting patterns and observe directly
those processes which produce the pattern. Further, since most of the
important organic model systems' phase changes take place at lower
temperatures (-50 to l§O°C) they are generally safer, easier, and more
economically studied than their metalllc counterpart. There is a need to
experlmentally expand the number of these transparent monotectlc bluary
model to distinguish between the unique and genera] phenomena observ_ using ,..
the limited number of model systems currently available ......

The temperature versus composition phase diag_ has always been the
most important tool for understanding and identifying the solidification
morphologies In metallurgical studies and is equally as important _n
transparent mode_ investigations. Correlation of solidified and jecttoned
alloy casting patterns with their binary phase diagram have yielded a fair
amount of information with respect to single phase solid solutions,
eutectics, and now monotectic transformations. Since the advent of trans-

parent models, considerably more information has become available, parti-
cularly though the eutecttc studies of Hunt and Jackson [5] and monotectic
work by ttellawell et.al. [6] and Frazier and coworkers [1].
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Monoteettc systems are characterized by a region at liquid phase
immiscibility commmonly referred to as the miscibility gap. These systems
contain in their phase diagrams a regine where two liquid phases are in
equilibrium Imvlng an upper critical solution point at a critical
temperature Tc and composition x c. This point is called the critics].
point, above which only a homogeneous liquid can exist. The lower boundary
of a monotecttc systems resides at the monotectic temperature (Tin). At
this temperature one of the liquid phases decomposed into a solid phase and
the other liquid phase. It is very important to accurately know both the
shape of the two phase region as well as its thermal bounndaries.

The objective of this study was to expand the number of accurately
deters" _.dmonotectlc phase diagrams of specific model systems, while
supporL'ng directional solidification, critical wetting, and Interfacial

phenomena studies currently being conducted at the MSFC. Additionally,
these phase diagrams will contribute to a data base for e_entual _me with
UNIFAC group contribution methods [7]. This method, with revised
interaction parameters, will permit the estimation of phase behavior of
various binary pairs without the use of time consuming and expensive

: screening experlments.

_. This study ex_alned the phase behavior of succlnonitrile (SN)-ethanol

and SN-azeotroplc ethanol-water mlxtrure to determine why a I_-135 critical

wetting experiment produced an interface which disappeared below the

expected homogeneous temperature. SN-benzene was investigated since it is
. nonhydroscoplc and produces large morphological features at the interface.

This system had also been measured by Kaukler, et.al. [8] using both thermal

and spectroscopic methods. Due to the suspected carcinogenic nature of

benzene, the SN-toluene system was investigated as a possible substitute for
the benzene system. The SN-cyclohexanol phase diagram was measured to

verify a previous measurement [8] and was of interest since both components

are model materials. Finally, SN-deuterlum oxide (D20) and $N-20°C

mutally buoyant mixture of D20 and water was measured to support the
dlvectlonal solidification and critical wetting studies [I].

EXPERL_FA_AL

The experimental apparatus was the same developed and used in the

previous study [7 ] which employs a llght scattering technique to determine
the phase boundaries. The procedures followed were vlrtually the same with

the exception of one additional step. Prior to loading the vessel with

succlnonitrile, the system was assembled, heated to 60°C and outgased to

remove atmospheric air and ,1oisture from the mixer, thermocouple, tubing and

the o-rlng seal. This step was found to reduce the running time of the
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_.xporlment and preven_ contamlnn_lon of the SN initial charge.

RESULTS AND DISCUSSION

SN-Ethnnol and SN-Azeotroplc Ethanol awJ Water

4

Tables I and 2 show the experlmental phase equilibria data obtained for ,I

th_ two systems. Figure I shows the r,hase diagram of SN-ethanol (200
proof), using care to prevent cone_wlnatlon with atmospheric air. The

monotectic temperature was found to be 14.775"C with a composition of 25.80

wt% ethanol. These and all further reported values were obtained by curve

fitting the region around the point tn question, using least squares !
techniques, and taking either the derivative of the function or solving two
function with the consolute temperature for the monotectic and eutectic
compositions.

Figure 2 shows the phase diagram of the pseudo binary SN-azeotroplc
ethanol-water mixture which was 95.602 wt% ethanol and 4.398 wt% water. The

monotectlc was found to be at 12.289°C and 24.19 wt% solution. The critical

point was lowered to 25.80°C at 51.00 wt_ solution. This small addition of
water resulted in a depression of the critical temperature of 21.1% and a
shift in the critical composition by 8.4%. The monotectlc temperature was

depressed 16.83% with only a change of 6.24% in composition.

The KC-135 criticalwettingexperiment examined a SN-anhydrous ethanol

solution, the initial solutions were made up from previously opened bottles
of auhydrous ethanol. When these solutions were taken through their phase
transformation it was found that the transition temperature was well below
the expected temperature. If the anhydrous ethanol were absorbing water
from the air, upon mixing with SN, it would have a reduced phase diagram.
The temperature when this solution would become homogeneous _muld now be
well below the expected anhydrous transformation temperature. Subsequent
experiments on anhydrous ethanol show that it does absorb water quite
rapidly when exposed to the atmosphere.

SN-Benzene and SN-Tolr ne

Table 3 presents the phase equilibria data for SN-benzene. Figure 3
show the phase diagram for the same system. The monotectic was found to be
11.45°C at 36.90 wt% benzene, with s eutectic at -2.14°C and 93.30 wt%
benzene. Critical temperature was 39.83°C at 66.83 wt% benzene. The
triangles shown indicate the thermal findings of Kaukler et.al. [8] while
the squares show the UV spectroscopy results of the same study. Possible
causes for the dtff_.rences can be attributed to the purity of the chemicals
and the visual method used for thermal analysts. Kaukler et.al. [8] used
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Fisher reagent grade benzene (b.p. 79.8-A0.2°C) while _his study used
Aldrich Gold Label spectroscopic grade benzene with _ purity of 99+:: and
boiling point _f 80.2°C. The boiling point range given by Fiaher indicates

that tht_ benzene wa_ quite impure. Further, thie study used triply
distilled and zone refined auccinonitrLln while Kaukler el.el. [8l used
double distilled SN.

SN-Coluene was investigated as a possible replacement for benzene due

to the suspected carclnog.ntc hazards assncintL_ with benzene. Toluene was
considered because IC is a safer compound and favors benzene in tts chemical
behavior. Table 4 and Figure 4 chow the 1 _mited results obtained using,
SN-totuene. The phase diagrmn was not completed because the relative
volatility of the toluene cause a refluxin8 in the neck of the experimental
vessel. This refluxing caused a shift in the bulk concentration above about
70°C making it impossible to accurately know the compostton. Of particular
interest Is the monotecttc temperature which is well above room temperature
at 30.46°C at a compostt'_on of 21.98 wt% l:oluene. This high monotectic

temperature makes this system a very good candidate for growth rate

experiments and directional solidLficatlon with larger thermal gradients

than is currently possible due to cold bath temperature limitations.
Further, a relatively hig_ temperature monotectic alloy will permit studies
without the need of refrigeration.

SN-Cyclohexanol

The phase diagram for this system is shown in Figure 5 with the

tabulated equilibria data given in Table 5. This system was of interest

since both the components are model materials. This system had been

previously measured by Kaukler et.al. [8] who visually obser_red the cloud

point. The results of this work are shown by the triangles on Figure 5. I

The data are in fair agreement with this study, except in the regions where I
the minority phase is in low concentration. In this region, a visual

observation of the cloud point is not possible until one has cooled well

into the immiclble region.

SN-Deuterlum Oxide (D20)-Water

This system was tnvestlgated because it is possible to adjust

succinonltrile-water system to a neutral density configuration with the

addition of D20. Initially it was decided to exemine SN-D20 to see just

how much difference existed between the SN-D20 and SN-H20. Table 6 and
Figure 6 show the results obtained for this system. The monotectlc

temperature for the SN-D20 system was 20.67°C which exceed that or SN-

H20 (18.82°C) by 9.8% [9]. The monotectlc composition of 9.38 wt% D20
was shifted only 3.6% from that of the I120 system (9.41 wt% H20). The

critical temperer,re For the 1;2o system was 59.7°C at a composition of

48.1 wt% D20. This is 3.5°C higher than that determined for the SN-II20

system. The eutect[c temperature for the D20 _ystem was found at 2.59°C
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while that of _he H20 system was previously determined at -1.24°C. A
difference of 3.8°C. Finally, the freezing point of the two pure components

D20 (3.82°C) and H20 (O°C) differ by about the same 3.8 degree margin.
This final difference is attributed to the isotope effects which allows
D20 to form _tronger hydrogen bonds. Tho stronger hydrogen bonds results
In a specific heat increase of IO%, a viscosity increase of 30%, a density
increase of 10%, and a vapor pressure decrease by 7% compared to that of
water [10 1. Tht.._e property variations contribute to the observed
differencos betwoon the two systems.

A 20°C mutuatly buoyant mixture at SN-D20_t20 was examined. The
solution required a mixture of 13.44 wt% D20 and 85.56 wt% H20 to assure
neutral buoyancy at this temperature, Table 7 and Figure 7 show the results

using this mixture. Fisure 8 shows all three phase diagrams plotted
together. This figure more clearly shows the behaviGr of the neutrally

buoyant mixture. As can b_ seen, this mixture behaves more like SN-D20 on
the left side of the phase diagram (succinonttrile rich) and like ,_N-H20

on the water rich side of the phase diagram. This must be due to the D20
preferentially interacting with the aN, causing a rejection of tt20 and a
redistribution of the SN from the SN rich phase. This finding indicates

that the addition of D20 to the SN-H20 system results in a
redistribution of the three components which produces the neutral buoyancy
cond ition.

These data are of current interest in the directional solidification

and critical wetting studies currently being conducted at the MSFC and
reviewed in reference I.

CONCLUSIONS

This study has investigated many new monotectic systems as well as

redetermlned, w_th _reater accuracy, some that were previously kno_. It

has shown the potential problem which can result from using hydroscopic

materials (ethanol) as well as very volatile components such as toluene in

transparent studies. Finally it has improved our understanding of the

processes taking place in the neutrally bouyant mixtures.

These data will contribute to a data base, which m_y eventually be used
to develop a new L_JIFAC group interaction matrix for use with model systems.

Further work, using a different exper_,_,entalapparatus, will be required to

complete the SN-toluene phase diagram.
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Table 1

Succ inont trile-Eth_nol
Phase Equilibria Data

Compos i t ion Tempers_ u re Moto tec _ [c
Weight Percent EtOH , (°C) ,, Temperature (°C)

0.000 58.09O
2•O40 54.674
5.530 44.976
9.350 35.683
11.400 31.333
t4.669 25.325 14.751
19.090 19.500
21•396 17.750 14.800
24.253 16.225
27.644 18.725
32.391 25.663 1_.775
36.130 29,122
38.209 29.841
41 •884 31. 310
46.489 32.402
48. 806 32. 524
50.455 32.5 73
51.604 32 • 683
53. 709 32. 707
59. 784 32. 683
62.689 32.610
66 • 299 32. 512
70. 410 31. 964
75. 247 30.013
78.523 28.378
82• 72 24.524

XXV-8

• " ..... ............ O00000071TSE03



Table 2

Succ tnou£trlle- (95. 602wt:_ EtOX, 4. 398wtg Water)
Phase EqulllbrLs Data

Composition Temperature Mot_tecti¢

_etght Percent $ o lut ion ( °C) T emperatu_g ('C)

O, 000 58,091
2,607 51,395

5. 133 44,679
8. 707 34.5 71 ,i

15,641 21,088
20,772 15,425
25,072 14,250 12,268
3 3, 776 22,049 12,310.
45,635 25,775
51.090 25._00
55. 525 25. 650
61.453 25.350
66. 479 24, 82 9
70,370 24,950
74,267 23,100
78.808 19.563
83,786 15.000
88,674 8,692
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Table 3

Suecinont tr tie-Benzene

Phase F4uillbria Data

Concentration Temperature Honotecttc Eutec_ic

Welght Percent Benzene (°C) Temperature (°C) Temperature (°C)

0,000 58.082 i(
3. 484 52.223
6.896 47.314

10.879 39.607
15.384 33.073
20.194 26.037
24.995 20.781
30.840 15.375 11.450
33.982 13.564
38. O63 14.364
41.945 21.163 11.453
45.651 25.800
50.505 31.032
56.I01 35.740
63.113 38.674
66.809 39.821
70. 708 3 9. 643
72. 234 39. 502
76.339 39.071
79.414 38.134 Ii.480
83.830 33.160
86.045 28.110
89,334 18.025
92• 305 5. 808 -2 • 141
94.505 1.051
95. 969 2. 658
96.992 3. 615
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T,*le 4

Succ Inonl tr £1e-Tol uene
Phase Equillbrla Data

Compos i t ion Ternpe rat ure Hoto t ec _Ic

Weight Percent Toluene _. ('C) L J Temperature (°C)

O.000 58.088
1.197 54.988
3.6 94 51.302
5.652 46.833
9.426 41.893

12 • O54 39. 464
14.896 36.238

18.017 32,793 30. 488
21. 981 30.793 30.463
26. 363 50. 244
30.818 64.557
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Table 5

SuccZnonttr£1e-Cyclohexnol
PhaRe Equlllbria Da_a

Compost t ton Temperat ur. Monotec ttc Eutec t tc
Weight Percent Cyclohexnol , (.°C) . _ Temperature (°C.) Temperature (°C)

0.000 58.084
1. 204 56. 453
2.825 53.942
4.602 51. 249
6.227 48.779
7. 878 46. 786
9.220 4 5.035

11 • 576 42. 895 40. 810
13.854 48.452 40.881
16. 535 55. 545
19.494 62. 742
23. 044 68.189
28.991 74.568
35 . 282 78. 120
41.482 79.473
47. 554 P,O.171
52.791 80.389
58. 221 80. 556 40.952
64.733 80.4 51
69.116 80.216
73.358 7 9.900
76 • 698 79. 600
84.222 75.833
90. 179 69. 102
92. 509 64.7 95
94 • 699 55 . 364 40. 952
96.086 47.105 17.288
96 • 862 40. 071
97.952 34.071
98 • 317 28. 010 17. 150
98.742 20.390
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Tahl+o6

Suecinoni_rtl_-Deutf:,rimn Gxtdo (D20)
Phase Equll lbrln Data

Composltlon Tompe.ratur_ Honoteetic Eutcctic

Weight Percent D2O -- (°C) Temper%ture (°C_) Temperature (°C_) "
O.000 58,090
O, 562 53. 919
l,171 49.545
2,325 41. 917
3,934 33,596
5. 540 2 7,756

/. 475 23 , 425 20. 671
9,336 26,032 20,634

11 , 088 31 . 143
14,603 40,452
28,029 55,636
37,198 58.334
43,834 59,341
48,024 59,698
49,83 6 59. 622
55.076 59.640

61,534 59. 407 20. 683
64,690 58, )09
71,409 57,101
77,305 52,472
83,055 44,650
87,830 33,505

90,089 25,642 20,672
91,250 20,878
93, Ii0 15.717
94. 903 5.128
96,316 3,321 2• 564
97,341 3,647
98,463 3,769 2,615

I00.000 3.820 !j
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Table 7

Sueetnonttrile-20°C Hutually Bouyant D20-1120 Hixture
Phase Equilibria Data

Compost tion Tempera ture Metotec tic

.Weight Percent Toluene ----- (°C) Temperature ,(°c)_

O. 000 58. 084
1.8O9 46,071
3.671 34. 667
6.199 24.976
7.618 22. 073

9.115 24. 244 18. 925
11 . 361 30. 683 l 9. 000
16.551 43.286
29. 085 54.616
34.015 55.864
38.54 5 55. 886
43. 956 56.058
48.546 56.198

55. 640 56.151 19.050
65 . 439 55. 318
74. 027 50. 756
80. 260 44. 191
84. 876 3 4.440 i
88.84 7 24. 475
92.253 15. 775
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NEt# RESULTS ON THE PLL F^LSE LOCK _RENONENDN

BY

John Stenaby
I,

Aasimtant Profeaao_
Electrical and Computer Engineering

The University of Alabama in Huntsville
Huntsville, Alabama

A neoessary condition, based on the multipliers of a linear _.
dLfferentlal equation with periodic coefficients, for the +
occurrence o£ false lock in a phase l_ck loop (PLL) is
given. Next, two new and pOwerful algorithms are preaented
for computing _fl _ the frequency difference betw®en the

reference and voltage controlled oscillator when the loop is

false locked. Both algorithms employ the necessary condition
mentioned above_ and neither requires line_rlzatlon of the

differential equation describing the loop. The first algo-

rlthm expresses _f-I as a power eerles An the closed loop

gain. The swcond algorithm expresaea _f-I as part of a
_olutlon to s nonlinear _igebralc system of equatfons which

can be solved by numerical _ethods. The power of both algo-
rlthms is illustrated by app171ng them and comparing the
results to data found in the llterature. The materlal

should be of interest to users of the phase lock prLnciplo

_s well as researchers seeking new methods to detect and/or
avoid the false lock phenomenon.
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I. INTRODUCTION

It i8 possible for a phase lock loop (PLL) to false lock.

Under this condition, frequency search halts, efld the loop
appears to lock at a f_equency that beers no obvious rela-

tion to the reference f_equency. The frequency error in a

false locked loop is a small fraction of the reference i

frequency in mos_ practical eppllcatlons.

There are two distinct mechanisms of practical interest
which cause false lock in PiLe. False leek can occur natu-

rally qlven the proper closed loop dynamics[I,2,3 ]. New
results on this 8o called "excess-tlme delay" false lock

mechanism are presented in this report. Secondly, false

lock can be induced by modulation on the reference [4,5 ].
This so called "data-related" false lock mechanism i8 not

considered here.

Thu existence of stable false lock points in practical, high

order loops 18 to be expected if no precautions are taken to

prevent them. In practical applications it is often diffi-
cult to determine that a loop is false locked because most

commonly used lock indicators will show that a false locked

PLL is correctly locked. Also, noise within the loop can

dlsguiee the fact that a loop 18 false locked. Hence, the

false lock phenomenon is often a very disturbing and dlffl-

cult problem to solve in practice.

The "excess-time delay'" false look mechanism mentioned above
is 8o named because most PLLs will false lock if a small

pure time delay is added to the loop filter. Alternatlvely,

loop8 containing hlgh-order loop filters with significant
phase shift often have stable false lock points. This is the

case in narrow bandwidth, highly sensitive, phase lock re-

ceivers employing the long loop principle [1 ]. These re-
celvers often fall victim to the "exceso-tlme" false lock

mechanism because they usually employ a mallow-band filter

with significant phase shift in the loop's intermediate

frequency (IF) ampllfie_. Also, this type of false lock is

often introduced in practical PLLs by limitations inherent

in the loop's components and/or by 8t;-,y wiring capaci-
tances.

Figure 1 depicts the classical PLL Used in the analysis of
the "excess tAme-delay" false lock problem. The loop falter

F(8) should include the effects of any unwanted in-loop

filterln9 in addition to the desired loop filter. Long
loops can be modeled in this manner by using low-pass equLv-

alentm for their band-,pass IF sections.
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eCt)

Ivco
coS(_vt-_)

_0 Denotes the VCO Center Frequency(VCO freq. with e=O)

Km Denotes The Multiplier Gain

Kv Denotes The VCO Gain

6 -_Km Kv A Represents a DC gain Term
(_f--_. .

I V

M isM-IF(s)= s �aM.+ ...+a0

N bN.lSN-I +b0
S + .1. .,.

Figure 1: A simple model of the phase locked loop.
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The loop depicted by Figure I can be described by a non-
linear differential equation with periodic coefficLente. The
fundanent81 frequency of the _qust£on'8 coeffLcLents ie
equal-to _f which is defined as _he difference between the
reference f_equency _i and _y, the frequency of the voltage

controlled oscillator (VCO). The quantity Y, the dependent
variable in the equation, is periodic with a fundamental
frequency equal to that of the equations coefficients when
thu loop is false locked.

That the PLL depicted by F_gure 1 can, for proper F(e),
false lock L8 a direct consequence of the nonlinearity
inherent in the phase detector. A stable false lock con-
ditLon in this PLL corresponds to a limit cycle of the above
mentLoned nonlinear differentLa' equation. Equivalently, a
stable false lock condition in this PLL corresponds to an
aeynptotically stable periodic solution of the nonlinear
equation. It is possible to show that the "lLnearized" ver-
sion of this equation has no such solution (it is often
possible to obtain quantative inform_ion on the frequency
error in the false locked loop from an analymis of this
linear equation).

It Io possible to determine the (exact) permissible value(e)

of _f, denoted _fl, at which the PLL depicted by Figure 1
false locks by examining certain stability properties of the

above-mentloned nonlLnear equation. Unfortunately, this

approach is not trivial; such an analysis, even for rela-

tively simple special cases, has not been publlmhed.

To avoid mathematical dlfflcultlee An the analysis of the
false lock phenomenon, several authors [I,2,3] have invoked

simplifying assumptions and have obtained some quantitative

results. The assumptions often employed are:

A) the frequency error in the false locked loop is very •

large compared to the closed loop gain;
B) the nonlinear problem can be llnearlzed, and

C) all frequency components in Y beyond the fundamental can
be ignored.

Unfortunately, it is not always clear whether or not methods

based on these sesumptlons (which are not independent) apply
in a pertlcular application,

The above-mentioned saaumptLone are not required below in

the development o£ two new algorithms for determining the
frequency error in a false locked loop. Both algorithms are

based on 8 condition given below which Is necessary for
false lock to occur. The materLal should be of interest

to users of the phase lock principle as well as researchers

seeking new methods to detect and/or avoid the false lock i

I
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phenomenon.

The above-mentioned neceseery condition for felse lock is
dimcuaee_ in Section XXl. The condition im stated in terns
o£ the multipliere [73 of e linear di££erential equation
with perAodic ooe£fAcien_a.

The rarer new eA_o=ithm, deecrxbed in Section Vl, expreeses

wfl'_ recAprocel of the frequency error An the fel,e lo_ked iloop, a8 a power aeries in the closed loop gain. The second
new algorithm, described An SectAon VZZ. expreea_s _fl'_s i
part o_ the solution of a nonlAneer _gg_£A_ syetem of
equations which can be solved by numerical methods. The new
methods are Alluetrated by example end the resulte ere
compared to data found in the literature.
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II. OBJECTIVE_

The pr_ncipal invostAgator'e na£n objeot_ve while partici-
pating in the 1984 NASA/ASEE Summer Faculty Fellowship
Program. was to f_n_sh the initial phase o_ his research
effort on the PLL _sl=e lo_k phenomenon. This lnAtiel phase
has taken approxAmatoly orte.4md one-half years o_ effort on
a pe_t-t£me bSsAs,

This report outline_ some new results on the false lo¢k
phenomenon found by the PI. These resuZts shouZd heZp _he
communication systems engineer better understand • trouble-
some and perplexing problem which is o_ten encountered in
practAcal comaunicstAon systems. They wall serve as the
baata of a technical paper submitted to the ZEEE _Eg_!_=
tiona on CommunAcatAong_
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III. A CONDITION NECESSARY FOR FALSE LOCK

A neceBaary condition l_ given below for falae lock to occur
in the PLL depicted by Figure 1, It employs the _ect that
only diacrete value8 of frequency error are permitted in a
felae locked loop. The condition ia qiven in terms of the

multipliers [7 ] of a linear differential equation with _periodic coefficients. The neceeaJry condition 18 used in
two algorlthma deecrlbed below for computing the _requency I
error in a felae locked PLL.

The equation deecrlblng _ in the PLL depicted by Figure i is
glven by !

-- �bN_din I dtN-I +''" + b • _i - _ - 1 (III-l]
dr j

= 6 _ + _-1 d-'_'l + "'" + a0 SIN( _f.t + _)

Thle nonlinear differential equation w_th periodic coeffi-
clents is obtained by substituting _£.t +_' for the phase error
term in the standard loop equation given in the literature
[ 8 ]. The quantity _ repreeenta a cloeed loop gain factor
which will be used aee perturbation parameter in the
analysle appearing below. The quentltle8 ak, 0 < k < M-1 and
bk, 0 < k < N, are parameters in the loop filter. .

Define Xl = T , x_ = d_ /dt, ... • XN+l =d NT /dt N
end the vector

X = xI x2 ... XN+1 (III-2]

Equation (111-1) c sn be written as

dX
= F (t , X ; _)

dt (III-3)
F(t , X ; _) = F(t + T , X ; 6)

XXVI-6
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The quantity F(t, X | C) is a vector-valued nonlinear function

of the _teti vecto_ X, =nd the Independent varlable t, The
vector F becomes linear in X when _ _ O; that is,

F(¢ , X ; 0 ) _ C X
(III-4)

and F(t, X ; _) - C X + _(t , X)

where C is an (N-l) x (N+Z) matrix.

Firet, it is advantageous to conelder PLLs wlth loop filters
F(a) having no poles at the origin of the ¢omplex plane
(the more complicated case corresponding to loop _ilters
with poles at the origin is discussed later). Note that
matrix C has one eigenvelue at the origin under this assump-
tion; the remaining eigenveluee of C ere assumed to be in
the le£t hal£ of the complex plane in whet £ollows. Equiva-
lently, Equation (III-3), with _ = O, has one multiplier {7]
at unity: the remaining multipliers ere assumed to be within
the complex plane's unit circle.

Assume that the PLL described by (ZZZ-3) _alaa loc_e for all
values of loop gain _ in some neighborhood of the origin. Of
course, the _requency error in the _alee looked loop, de-
noted _£1 ( _ ), will be a _unctlon o_ 6 . Equetion (III-3)
h=s s T = 2_/_£1 periodic veotor solution, denoted XP(t;6 ),
which corresponds to this _alee lock conditio:l.

The equation o£ first variation [ 9 ] _or (IZI-3) with re-
spect to XP(t; _) is written by using (IZI-4) am

d_._= IC + 6h (t , XP) ] Q (III-5}

where Fx denotes the Jacobian of F with respect to vector
X • Equation (IZZ-5) As a _A_g_E differential equation with
periodic coefficients. A necessary condition, given in
terms of the multipliers of (Zll-5), for false lock to occur
is discussed next. The necessary condition im based, in
part, on the observation that only discrete values o_ £re-
quency error are permitted in a £else locked PLL,

Equation (III-5) has one multiplier at _- 1 when 6 = O.
This multiplier must remain at unity _or _ in lobe neigh-
borhood o_ the origin 1£ the PLL is £alse locked £or these
values of _. The multiplier cannot move outside of the unit

XXVI-7
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Circ!i ai 6 assumes emaX1 nonzero value_ since XP(L, 6) is
arable [9 3. It cannot move inside the unit circle 41nc_

only discrete valuer of frequency error arm pezmitted in n
£alme locked loop. To aee this. suppose that the multipXXe%
Xeavea unity _or a position Lnalde the unit circle £or
_rbitr_rly .mall (bu_ ££xed) 6 and the ]cop It faZ4_ Jacked

wJ, th a frequency error of _fl (_) . IJnd_r the_e condit_on_0
811 the multlpller_ o_ (ITZ-5) a;e wlthLn the unit circle
(for sufflcLently sm_L1 _ ) and (I_I-3) has a unique.

asymptoticaLLy stab£e, T : 2_/_£ periodic solution XI)(t;_£)
( 6 Is £ixed and _f i_ a variable parameter) which to a con-

t inuou_ function o_ _f for _f in _ome neighborhood of _£1(_);

also, Xl)(t;(0f1(6)) : XP(t ; _) [9 3. Th_s implies that the

frequency error in the fal_e locked loop could take on a
continuum o£ values in some nelghborhood containing _f] (_) .
Thl8 cannot happen, and the necessary condition is estab-
lished.

The above neceieary condition is used below _n the develop-

ment of two algorlthma for computing the frequency error in

a false locked loop. The algorithms are applied to two
example_ to show their utility and provide data illus..

trating the necessary condltlon.

XXVI-8
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IV. SERIES EXPANSION OF _fl (_) AND XP(t;_)

The periodio vector XP(t;6) and _fl'_6), the reaiproaal of
the frequency error In the false locked loop, are given
£ormaZ power series representations in th£s section. ThLs
mabertal is used in Section VI to obts/n an explicit formula
which approximates the f=equency error in a false locked
second-order PLL with imperfect integrator.

-1
The quanti_ies XP(t; 6 ) and _fl (_) ere represented in the
analysis below as

XP(t ;6 ) = X + Xl(t]6 + X2(t } 620 _ .Qeeo

(iv-1)

_fl"l=_o+_l g +_282 �.....

The vector X is constant and has zero as its seoond through
(N �”�œ�Ð�entr_.The constant in the first entry of Xn repre-
sents a DC component in _ end does not affect 0_i. Thls can
be seen from a close examination of (III-l). Any DC coapo-
nent added to _ represents a 81_p1e phase shift (or slmple
trsnalatlon in the time variable) In (III-1) and does not

affect the atablllt7 propertlea of thla equ. tlon.

An algorithm for computing th_ coefficients ,in (IV-l) is
presented in Section Vl where it is used to approximate the
frequency error _fl as e function of _ for s raise locked
second-order loop with imperfect integrator. Those results
are compared wlth exact results obtained by a ascend method
for computin9 _fl which is presented In Section VII.

XXVI-9
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V. SECOND ORDER LOOP WITH INPERFECT INTEGRATOR

^ model for a second-order PLL with imperfect Integrator is
presented In this section. The material Is used Ln Section
VI to illustrate a method of calculating the coefficients in
(IV-I). In Section VII this material is used to illustrate

a new and powerful numerical method for finding the @x@ct
frequency orror in a fal_e locked loop.

The second order PLL with imperfect integrator has a loop
filter given by

F(s) = s + as (V-l)

This loop has been studied by Viterbi[S] and others who have
shown with analog computer techniques that a stable limit
c7cle (which corresponds to a false lock condition) exists
as a possible loop response to a reference of con_ant fre-
quency.

A nonllnoar time-varFing first-order system describing the
above-mentloned loop ks

= _Lf'ly
dz

d._Y= - b. c_f-I Y - ,_ OS('_+X)+ a_"I COS('c+X)Y + a SIN('_+X)d't

- b [ 1 - cc_"I ( o_..t- COO)]

This equation was obtained from (III-1) by 1) setting bl= b
and a_ a, 2) writing the system in phase varlable canonical
form with x(t) = _(t) and 7(t) = dT /dr . and 3) ssttinq
T=aXf t.

X:XVI-IO
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V1. FIRST ALGORITHM

An algorithm for calculating the coefficients in (IV-l) is
iLLustrated below by applylflg it to the ascend-order PLL
described in Section V. The approximation to _fl described
herQ As compared with exert values for this variable which
ere computed b_ the new numerical algorithm presented in
SectLoh VII.

Assume that the PLL described by (V-2) fmZse Locks for ell
values of _ in some interval containing the origin. The re-
ciprocal of the frequency error in the false Locked Loop, and
the periodic soLutionm of (V-2) w.hich corrempond to this
false Locked condition, ere given the expansions

x = x0 + xI 6 + x2 62 + .... (YI-l)

Y = Y0 + Yl _ + Y2 _2 + ....

The coef£icients in (VI-1) are calculated by solving m re-
cursive system of Zinea_ differential equatio_ with con-

stant coe_flclent8 obtained by

1) substituting (VI-I) into (V-2), _ k

2) expanding hhe nonlinear term cos( T �w_wXk_) ffi

= COS(_ �x0) - xI S_(_+ x0) 6

(VI-2)

-[, x_ COSLT+ x0} + x2 S IN(_+ x0)1_2

_[x1 x2 COS( m+ x0) 3 x 6 )SIN(I+ x0) + ....

with m similar expansion for sin( 7+ x ) and,

3) equating equal powers in _ , Note thmt the constant x0

XXVI-11
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t

represents a phase shift and enters the recurstve _ystem of

11near di£ferentlal equatlons through cos( _ �x0 ) and
sin( T + X ).

0

The periodic coefficient6 xk and Yk in (VI-1) are, for
k > O, solutions o_ the kth-order equation (obtained by

equ'atin9 terms involvin9 _ ) in the above-mentioned recur-

siva system. The quantity xk As defxned up to an additive
corrstant ck of Integration, for k _ 1, respectively, and
both x k and Yk' k > 1, a_e defined up to the phase shift
constant x 0 by the _quirement that they satisfy this recur-
siva system. The integration constants and the coefficients

in the expansion of _1 "1 , are ihterrelated and need to be
computed in pairs as described in this section.

The coefficients _, _1 • and _2, An (VI-1) are calculated
direct_z from the zeroth, first, and second order equations,
respectively, in the recursive system. This is accomplished

below without~knowledge of any integration constants. The

coefficients _k+2 and constants ck must be determined in

pairs (_k+2 " ck ) for k _ 1.

The pairs ( , ,_+2 c k ) k 1, are calculated so that
I) the k*2th order equation in the recurslve system has a

periodic solution, and

2) the necessary condition of Section III is satisfied.

A m_thod of Batisfyln9 the_e constraints and oalculatin9 _+2
and ck , k _> I, is illus_rated below.

EAE_ 8ls2EA_bml _E_Aus _n_ _Ans _h_ Bm_HE_A_ _m

The algorithm outlined above was used to write the first

five equations (corresponding to _0 through _ ) in the
recursive sequence. The first three equations are given be-

low. These equations are used to produce __ , _. and __ ;

these coefflclenta are used to obtain e veryUgoodismall _sln

(second order in _ ) approximation to the frequency error in

the false locked loop under consideration. The two equations

corresponding to _5 and 64 are long and cumbersome (but ob-

tained In a straight forward manner) end ere not given here.

However, they were used to produce _ and _4 for a fourth-
order approximation o£ _1. In Sectlon VIII thls approxima-

tion is compared to both the second orde_ approximation men-

tion above and exact results obtained by the numerical
method given An Section VII.
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The equation obtsinQd by equating termo of order _o in the
above--mentioned procedure is given se

dXo =_oYo
d (Vl-3)

--_-.Yo ffi-b _0 Y0 - b [I - _0{_i - _0}]

If (VI-3) ia to have a periodic solution the quantity _0must be chosen e8

_0= {_i " _0}'I " (VI-4)

The variable YO in (VI-3) must be zero; ms expected, (VI-3)

imposes no constraintm on the phase shift oonetant XO-

Equation (VI-4) implies that the frequency error in the
false locked loop approaches the frequency difference be-
tween the reference and zero-input VCO ae the closed loop
gain approaches zero. Thls follows In_ultlvely since the
DC output of the multiplier approaches zero as the closed
loop gain does.

The first order equation for XI and Y1 is 91yen a8 (with
YO = O)

d_._X
1 : Y1d_

(vI-5)

d---Y1= -b _0 Y1 - COS(_+ X01 - a _0 SIN(_+ X0)

+b { % - _0 } _1

If (VI-5) is to have a periodic solution the quantity_ 1 must
be identically zero. The general periodic solution of (VI-5)
is given as

XI = _0 [A1 SIN{I+ X0) - BI COS(T+ X0)] + cI (VI-6)

YI = A1 COS(_+ XO) + B1 SIN(_+ X0)

XXVI-13
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where

i

'I

belowandc.l is a constant of inteqration which is determined ,
I

The conclusion that _1 _ 0 is not unexpected. The simplified
Zinear anaiysis discussed An Section I and the numerical

method presented in Section VII suggest that the frequency
error in the false locked loop undar consideration As an
oven function of closed loop vain. This would require that
the expansion of _fl contain only even powers of _ ; this

requirement is supported by the observation that _1 = O.

The second order equation for X2 and y2 As Slven as (with

Y0 = O and _1 O)

dX2 = _0Y2
at

CVl-7)

d_..Y2 : -b ;0 Y2 + [SIN(T+ X0) - a ;0 COS(T+ X0)] X1
d_

" ;c cos(• .,.xo) Yz* b {'"i - _o} g2 .

The constant c I in XI must be evaluated before (VI-7) can
be eolved for e periodic solution. Before accomplishing

this, _2 is determined directly from (VI-7) and (VI-6).

The DC component in Y_ must be zero if (VI-7) is to have a
pmriodlc solution. If _VI-6) le substituted into (VI-7), end

the DC component in Y2 is equet®d to zero, one obtains

_2 = _ ½ [ aBlb(_i - _0 )3] (VI-8)

XXVI-14 _.• _, _,.,._ ....-.

00000007-TSG06



!

The formula

_f1"1_ _0 + _2 g2

where _0 and _2 are gLven by (VZ-4) and (VZ-8), re_pectLve-
ly, pr6videa a good small loop gain approximation to the
frequency error in the false locked loop under considera-
C£on. This second-order formula, and a fourth order one
discussed below, are comp_ed in Section VIII with exact
values for _1 obtained from the numerical method presented
in Section VII.

The fourth order approximation to _£1 cannot be generated

until the integration constants c 1 and C2(c) is added fox 2 )
ere determined. These integration conatanEs are calculated
below by a method based on the necessary condition of Sec-
tion III.

The equation e. firmt variation for (V-2) with respect to
2 _ periodic X and Y is

-- : (VI-9)

dT z2 _ z2

where

- a(S _k COS( + _Xk6 )

This linear 23 -perxodic first order system can be written
SS

d.._Z= KO + Jo Z (VI-IO) ?'dT
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_f the sin and cos terma are 91Van the expansions _uggeated

by (VZ-2). For example, the quantities Z , KO, B1 , and B2
in (VI-IO) are (with _1 = I( 0 s O)

Z= KO=

z2 -b_o

{SIN - a_oCOS) - OOoCOS

]B2= [ 0 CO2

XI COS + _o(YI+_XI)SIN } (_0XISIN - b_o2)

where COS A Xo : SIN(z+ XO) .: COS( T+ ) and SIN A

Terms B , k > 2, can be readily calculated. However, they

rapidl; k grow in complexity with k.

Sin=e K0 has a zero ei@envalue, (VI-10) ha8 a characteristic
exponent [7] A(_) with the property that l(_) �Oas

6 �O. This cheracterlstic exponent can be expressed as

A [6) =l I _ + A2 ($2 �....(VI-12)

for 6 in so,,e neighborhood of the origin. The coefficients

Ak , k _I, can be calculated by a well-known method [7].
These coefficient_ must be zero if the necessary condition
of Section III is to be setlsfled.

The methud outlined Zn the QM_MIgM subsection above for

determining _ �2and ck , k > I, can be clarified by using
thD material =Ontalned in this subsection. For k > 1. the

coefficLent _+2 and the I .egration constant ck are c.lcu--
lated so that
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1) the (k ��¼�@�€�order_ineer d£f_erent_ml equetto_ in the
above-mentioned recurstve system hm_ a periodic solution
and,
2) _. - , as calculate@ by the we_l known lathed presented
in Y_bovich [7], &e zero,

The coef_iatents _1 and _2 ' ms o81ou4_ted b_ the prev4ous
referenced method, _e _ero independent of _ k+2 and ck ,
k > 1. For each k > 1, the above two requ£rementa produce

m m

two equations which cmn be solved for the unknowns_k+ 2 mnd
c k •

The pmirs _3, Cl and _4 , c2wOre computed ms outlined above.
The remuZtm o£ these calculations were used to produce a
£ou=th order approximation to _1"_ The relults of these
calculations ere aumerized £n Section VZZI. The details of
the calculations are not _ncluded here mince the work
£nvolvea a considermble mmount o£ tedious computation end
censuses consAderabZe space.

Th_ quantity _3 Is _dentAcally equml to zero _a expected.
This is consiaten_ w.ith.._e fact.._,het.._.£_);im an even func-
tion o_ _.

XXVI-17

L_ _ _ " ',,' _).'_ i % o .....

00000007-TSG09



q

VII. NUMERICAL DETERMINATIO_ OF _fl

A new and powerful numerical method _or determlninq the
_requency error in a false locked, loop i_ presaged in this
section. This method can produce very accurate results
(limited only by machine precision). The method uses the
necessary condition o£ Seotion lZI end the dynamical equa-
tions describing _he loop to formulate a system of nonlinear
g_gt_E_G equations which can be solved by numerical meth-
ods. The frequency error _£1 in the loop is part of the
solution o£ these equations. The method is illustrated by
applyi_q it to the second ord@r loop presented An Section V.

Assume that the PLL described by (V-2) with fixed parameter_
a, b, and _ is false locked. The necessary frequency error

wfl In the Loop is such that both X and Y are T = 2_/_£i
periodic end the necessary condition of Section III is sat-.
isfied.

The periodicity requirement on X and Y implies that initial
values X(O) Y(O) and frequency error _£ be selected when
£ntegratlng _V-2) so that

FI(X(O),Y(O),o_)= X(O]- X(2_)= 0
(VII-I)

F2CxCO),YCO_,_f) = Y(O) - YC2_) = 0

Equation (VII-l) re_resents a system of two nonlinear _S@Z
_E_G equations in three unknowns. A third independent equs-
tlon results from the necessary condition of Section III.

The necessary condition of Section III can be formulated as

Fs(X(O),Y(O),_f} = aI + a2 + I = O. (VII-2}

The quantities aI and a2 are coefficient8 in the character-
1eric polynomlal

12 + all + a2 = 0 (VII-3)

of the monodromy matrix [7] for the equation of first varia-
tion of (V-2) with respect to X and Y . Constraint (VII-2)
is both necessary and sufficient for the polynoslal (VII-3)
to have a root at I = I.

XXVl-18 _.
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The quaotitioo F1 , F2 , and F3 can be computed by numeri-
cally lntegratLng (V-2) and L_s ££rlt var&atLon over one 2_
per&od. The lnt_gret¢on process etartB with initial _ondi-
tiona X{O)0 Y{O) ind aelected value od _lf , The well-known
_ourth-order R_mg-Kutts technique [12] was uaed to procl_w.e
the reeuZta prelented An SectAon VIII.

The numerical elgorithm for ¢oaputinq _1 involvo_ solv£ng
the nonlLneer alsebr_Lc 8yetem (VII-l) end (VII-3). ThL_
can bQ eccompliehed by ueing the routAne ZSPOW in the widely
eve&lable ZMSL ao£tware package [10]. Th&a routine uaee a
veri@tion o£ the well-known Newton-Ralpheon technique [11]
with thP 3ecob£en computed by a finite dl££erence scheme.
ReeuZts of theee computatAone ere gAven An SectAon VIII.
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VIII. CONPUTATIONAL RESULT5

Computational reiulto from the algorithm presented in Sec-
tion VI end VII aro qiven in this section. Results from
these algorithms are compared below with data from the PLL
llteraturo.

Table (VIII-l) contain_ approximations to _fl for several
values of _ . This data was obtained from the second and

fourth order (in 6) approximations to_fl"lwhl_h were descri-
bed in Section VI. Those approximate vsluel of _fl are com-
pared below to extremely accurate values computed by the
numerical elgorlthm of Section VII. The loop filter pare-

meters used in obtaining thls date were a = 5 and b = I; the
initial (with _ = O) frequency offset between the reference

end VCO was _i - _0 : 35 radiena/eecond.

Very accurate values of _fl for comparison with the above-
mentioned approxlmete values ere given in Table (VIII-2).
These values were computed by using the algorithm outlined
in Section VII.

The parameters NSIG end FMORN from ZSPOW (used in the algo-
rlthm of Section VII) are listed in Table (VIII-2). NSIG,

which is supplied by the user, denotes the number of digits

of accuracy desired in t_e computed root. A root of the

aystes (VII-l), (VII-2) le _ccepted by ZSPOW if two succes-
sive Iteratlon8 of the root finding algorithm produoe roots

having components which do not differ in the NSIG molt sig-
nificant digits. FNORN is computed by ZSPOW and £t is an
Indlcation of how well the routine converged. Denote the

(approximate) roo_ of (VII-l) and (VII-2> found by ZSPOW as

(x6 "Y6 Then
(VIII-l)

6 , + F {x,Y6 f,)a+ F3cx6,y6,)f,)2FNORM = F l{x 'Yo' " 2 O' '
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VALUE OF GAIN _ECOND ORDER FOURTH ORDER

1. 34.92848 34.92817

2. 34,715G_ 34.71071

3. 34.36672 34,34208

_. 33.88979 33.81417

5, 33.29570 33.1Z806

6. 32.59728 32.24616

7. 31.80875 31.t9467

8. 30.94502 29,96601

9. 30.02113 28.57062

10. 29.05173 27.02784

Table VIII-l: Approximate frequency error in the _alse
locked loop of Section V as computed by the
algorithm o£ Se=tion VI. The loop parameters
ueed ere a:5, bet, end _i " _0 = 35. Results
foe the second end fourth orde_ (in _) approx-
imation ere given.
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VALUE OF GAIN FREQUENCY ERROR IN THE N_IG FNORM
FALSE LOCKED PLL

1. 34.9_8_ 4 .2623E-16

2. 34.7112 4 ,5169E_16

3. 34.3439 4 .1557E 15

4. 3_.8173 4 .4_23E-15

5. 33.1168 4 .3059E-12

6. 32.220£ 4 .7681E-13

7. 31.0946 4 .5813E-ii

8, 29.6836 _ .1600E-12

9. 27.8898 4 .1164E-10

10. 25,5071 4 ,2878E-11

TABLE VIII-2: Very accurate value8 for the frequency errcr
in the false locked loop 0£ Section V c_

computed by the numerical slvorlthm o_
Se=tlon VII. The loop parameters used are

a=5, b=l, and _. - _0 = 35l •



,_ IX. CONCLUSION5

_:. A new condition necessary for fal_e lock was discovered
during this phase of the research effort which ends with the
conclusion od the 1984 ASEE/NASA Summer Faculty Fellowmhip

, p[oqrsm. This necessary condition is given in Section III.
" The condition _nvolves certain ei_envalues of a matrix
,, obtained from the dynamical equations describing the loop.

_,, The necessary c_ndition was used in 5cotton VI to develop a
_ new algorithm for computing the frequency error in a false

locked loop. The new algorithm expresses the frequency
error as a powe_ series in the PLL's closed loop gain. The

_ algorithm was applied to the second order loop with
! o, imperfect integrator £ntrc_uced in Section V. The results

•. of these computations are given in Table (VIII-l) o£ Section
_::; VIII,

A second new algorithm for computing the frequency error in
a false locked loop was introduced in Section VII. This

i i algorithm must be implemented on a computer end it requires

no laborious hand calculations. The algorithm gives results

limited in accuracy only by machine precision. The

algorithm formulates the false lock problem eea system of

_! nonlinear algebraic equations which are solved by e standard
_;.. routine in the IMSL package. Tl_e algorithm was applied to

_:_ !_...... the--P_L o£ Section V and the results are lleted in Table
(VIII-2) of Section VII.

_ The above mentioned algorithms will help oommunication

,, system engineers in their efforts to *'design around" or to
_"_',,,, avoid the false lock problem since the alqorlthms provide

_. powerful methods for determining the false lock properties
o_:_, of syatens _mploylng the phase lock prlnciple.

.%.

.{" L.
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-,_. A_-TR/_,CT

_,__ A PDP 11/23 - quadrupole mass spectrometer system has been coupled to a

;_. non-discriminating gas inlet system permitting gases at atmosphericpressure to be

_.'_}_ admitted into a high vacuumchamber containing the ion source of the mass

°"_" spectrometerwithout separation of the gaseous components,
" _tj
,o_,_

°,.:" The resolution of related software problems has resulted in a convenient

° _. computer-mass spectrometer system capable oF generating masses, relative

_)_ intensities and related data on the gaseousproductsresulting from the atmospheric

"J thermal decompositionof non-metallic materials,
oV _'
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II,ITRODUCTIOI_
..r

" In a prP,.,iouBpaper, we reported the interfacing of a Balzer quadrupole mass

" spectrometer (011O5l II uith a FDP 111_3de=.ktopcomputer,as well as a description

,,':", ..... of the computer-massspectrometer_y._temand the advantages derived therefrom, t

...,,_. Recently, we have sought to extend the capability of the computer-quadrupolema_s
..• •

," spectrometer by coupling the system with a non-discriminat:on gas inlet valve,

_:. .: permitting gases at atmospheric pressure to be admitted into the high vacuum

• ,, _: chamberof the mass spectrometer without separatir<j the gaseouscomponents,

.. _i;' In addition, the incoml:,atability of certain related software problemshas been
,:..-
•,'..? re=.olvedand modification madewhich now permits the rand acquisition, I:,yo:essing,

._ anal_.sis and display of electrometer valL_s, mass spectrograms, mass numbersand

"_,':}' corresponding intensities, all ur_lerprogrammedcontrol.

.... ::;_' The hardware enhancement, software resolutions and modifications have

.;:_: resulted in a convenientcomputer-mass spectrometer system that provides for the

:._ rapid ac,_luisitionand processing of mass spectral data relating to the thermal
;% '

...,.. decomposition of non--metallicmaterials related to the Natmnal SpaceExploration
.o - e

:_. Program. Furthermore, fJ-,esystem is also capable of automatically setting and

o:,:., reading the parameters oF the spectrometer for optimization and measurementin a .

: _ " "closedh_op"operation,
¢) ,. _.

%...

._.
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,_ " O_7ECTIVE9

' ;_ The objectives oFthis project arel

+ °::+" I+ To assemble a computer-mass spectrometer system capable of permitting

•. theinvestigaUonoftheatmospheric thermaldecompomitlonofnon-metallic

materials,
/;

o/,',

" 2, To resolve certain software problems_ thus enhancing the capabilities of

...... .- the computer-mass spectrometer system such that data pertaining to the

...... thermal decompositions of non-metallic materials are rapidly acquiredj

_,_; processed_analyzed andhard copies of the data generated,
o+ i."
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', DESCRIPTIOIIOFTHENON"DIBCRIHINATIONOASINL]rI"MA_8BPECrP,OHETI_
•.", BYSTE'H

": In the_ laboratories, weare interested in decompos2tionsstudio5in bothhigh

:. vacuumsystemsandunderatmosphericconditions,1'omeetthe latter requirement)a

...... non-discriminationgas inlet system has been coupledto a computer-quadrupole
on

�mass.spectrometeras shownin FigureI,

o

¢=r,_w _,=t_t _ .-Rotatory V_ne Pump
GE$010

,: .. _arnple
, ' Holdcr

_a. Tsu =oo
:_ . ! =oo11)_l

" ,N)

o-*. Figure1, SchematicDiagramof theNon-DiscriminationOasInlet/Hess Spectrometer

o_ : Coupling_.

_. Thermaldecompositionsin vacuumsystemssuchas with a massspectrometer-_;...' thermalanalyzerprovide importantinformationrelative to weightchangesduring
_o •,,))

"!._, decomposition)partial pres=..urechangesand mass spectral data) He.ever, such
', systemsdo not always lend themselvesto decompositionstudiesin air or in other

_, gaseoussystems, For investigationsof the latter type) a pressure)'eductiongas

,'" inlet valve mustbe inserted bet_)eenthe samr.;eand the mass spectrometer, In

_. i addition) if accurate qualitative results are required, the inlet valve must meet the

.. -.'i following requirementsl

_" :: )The non-discriminationgas inlet s),stemi=.manufacturedby Balzer High Vacuum

!" andComponents,Hudson,H,H,...
I
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I, The ratio of the gl_eous componentsmust not change as they _nt_r the
i_ spe_trB.eter,

I: 2, Tl'_re must be a short response time between sample decomposition
!: and thetimetl_volatile¢on_ene_s enterthespectrometer,

i i 3, There must be no condensationof gaseous componentsas they travel to
' the vacuumchamberof the spectrometer,

,_I:_ The non-discrimination gas inlet system described herein meets the require-

. 11 mantaenumeratedabove,2

As indicatedin Figurel_ t_ n_'n-metallicmaterialis placedin the sample

holder_whichisattachedtothenon-discriminationinletwaiveby a .15mmx I mm

stainless steel capillary tube, Thermal decompositionof the sampleis carried out,

_treferably under controlled temperature, The volatile componentsreleased during

decompositionenter the capillary in laminar flow,*_ These componentsare pumped

ofh sUll in laminar flow by a rotary vane pump,attached to the inlet valve (Figures

I and Z)j whereupona small portion of the gaseous componentsenters the high

vacuumchamber of the spectrometer through an artificial leak_ consisting of a

frilled stainless steel poral filter, As the gases enter the vacuumchamber,they are

converted to molecular flow,** A schematicdiagram of the inlet valve is shown in

Figure 2,

i_i d f c e g
v ,

.° i;

i.- |

a highvacuum¢onnectlon • laminarflow regulator
_ b frit (poralfilter) (throttleJ

: c heatingjacket f capillary
d ,gasinlet g rotary vanepump

i

_ -/l" FigurP.Z, A _chematicOiagra,_ of the 14on-DiscriminationGas Inlet System,

,w _: • ,m

' _* For laminar flow, the mear,free path of the g_seous atoms or moleculesis small

comparedto the diameter of the vacuumline, _dhereasin molecular flow the path is

large relative to the vacuumline or pores of the artifkial leak,

X_(VlI-4
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_.;_, The intermediate pressure of the inlet valve's body, is dependPr,t upon thP

, pumpingsl:,eedof the rotary vane pump, At a pumpingspeed of at least I m_/h, this

._,,,: pressure is approximately 0,75 Torr, Both the valve's body and the capill_ry tuue
e

., : may be heated by coils up to a maximumtemperature of 200 Cp makingpossible the

" *" measurementof condensablegases,
o (' "

As the volatile componentsenter the vacuumchamberof the ion source, the)' are

--_.- __'" Ionized by electron impact, The positive ions are accelerated into the quadrul,_le

".. mass filter and analyzed, In thermal decomposition investtgationsD a greater

,- accuracy is atlained if the backgroundgases in the vacuumchamberof the mass

_ r=pectrometerare low and their concentration co,_stant, This may be accomplished,to

oo_.,, some extent_ by evacuating the chamber to pressures of at least 10"6 Torr,

o_.,.._ Especially is it important to reduceand stablize the _oncentration_ of "Je corr.,,::n
4

..:; componentsof air suchas H20j CO_andCO2, Using a 200 liters/sac tuY'_oe,o_ :
k4

° °_'_' pumpand metal sealing on the high vacuumperil the (;11t(351t ma._s_e, _.,- ,._-- .,-_

oJ.,?_ this laboratory has been evacuatedto approximately lO-'/_ ..-. ._.system ,!ls_ has

': :_ degassing capabilitiesj making it possible to red',".,_ :',,.;:o_,_ctgases even further,

:r Information on mass numbersand intensities as _ell as information from the

,°_:;._;. various units of the spectrometer is digitally tran_fen'ed to the buffer of th_ OI4G

"_ ,_- ' 5t I over ': defined data path, This informatior is available a_ output to the PDP

_/.;i _ l l/_ computerthroughan asynchronousdialogue,l, All parameters and controls of
-- -_*_ ) " the spectrometer(exceptpower) is accessible through the I:,uffer_

..: Data transfer between the buffer and the computeroccurs on a high ._,l:,eed

:,;.: balanced line transmissmn_ which uonsists of a general purpose 16 bit parallel line
o,;'_ interface (DRV-I l_ by Digital £¢luipment)_ndan LT-5I l line tranceiver (by Balzer),

-_,_, "._ The latter is a pcboard containing the =._lectricalcircuits r_cessary for converting° ;

transistor-transistor logic (TTL) to constant output current on twisted pair line.=..

" . ... leading to the buffer and vice versaI,,

u .....
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, , OTHERGASINLET 5Yb_'EH5FOR OHG511 0UADR!JPOLEHA_I SPECTROMETER

_" - COUPMHG
• t';

Descriptions of specialized gas inlet systems for investigating the thermal

.o- decomposition of non-metallic materials have been reported by several

-°.':' workers,3'4'5 In most of these Instances, the quadn.,_olema_s spectrometer is

, .i coupledto the vacuumsystem of a thermal analyzer (TA) andthermal decompositions

= ., usually conductedat pressuresnot exceeding 10-4 Torr, Beyondthis pressure, the

_" proportionality between ion current andsample concentration is no longer valid and

_.,-' linearity is lost, However, if only qualitative information is desired, the pressure

,."' limitations neednot be strictly adheredto,
'4'

"_:; i, In Figure 3, is shown a gas inlet system that may be coupled to the G_IG511
.;2"::_'
_....)._., quadrupole mass spectrometer for investigating decompositions both under

"_" at,'nosphericpressure and under high vacuum,5. In this system, a modified Nettler

_ thermal analyzer (TA-I),.is coupled with a water cooled.;diffuston pump using

.._ polyphenylether as the pumpfluid (convalex 10 or Santovac5), It is reported that

_'_. low gas bad:grounds are easily attained, thereby facilitating trace analy=.es, For
• . :.;_

•,-, high vacuumdecompositions_the Butterfly-valve andTA furnace must be open,

_:,,.;' _i" co_llorV for _ES010

'Z,.

,;

"!."

: _ . ." / _L.. _torv _mO

,0,,.o -.,tr,,.io,,

"i': : Figure 3, An Example of a Thermal Analyzer/Hass Spectrometer System for
-- o.

Investigating Decompo=.ttionsat AtmosphericPressure and Under High Vacuum,
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' In case=- t.ehereene or moreof the decomposition products condenseat 100 C or

i'_ abovep the specialized dual 6rage pressure reduction valve shown in Figure 4, may

" be used,5 In this valver _.hich is constructed of quartz glass, the orifice inlet is

_' located within the heating zoneof a modifiedTA-heater, As a result_ the orifice is

I'_ated to about the same temperature as the sample crucible, It is reported that

_: temperatures up to 800 'C may be attained with the system_ howevert the valve is

: limited to investigations of thermal decompositionsunder vacuum condLtions,

:r

_.' _,_

:=\. i , , I

/ . ,%

_ • _t41r V

_2'. er,hc=

; !

F-;¢

i '-y "

!:; Figure 4, A Specialized Quartz Glass. Inlet System for Investigating Highly
i.
;. CondensableGases,

:. For investigating solid and liquids samples with low vapor pressures under

.- vacuumconditions, there is available a direct inlet system (DIS 100, by Balzer),6 In

this system, which is shown in Figure 5, the sample under study is introduced

directly znto the vacuumchamberof the spectrometer, Accordingto Balzer, the valve

system is designedto study solids andlow vapor liquids suchas pumpfluids,

--_ XXVII"7
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Figure5. Sd_emaUcDiagramof a DirectSolidSampleInletSystemfortheOHO511

Hass Spectrometer. ..

;.I The direct sample inlet valve consists of a push rod containing the sample

_ blockt a vacuumlock ai¢1a temperature control unit, The sampie is depositedeither

_>. :n a glass_ platinum or gold crucible and Inserted into the vacuumchamber. The

_ ' push rod ts designed such that the sample is introdtced into the vacuumchamber "

•:.: without venting, tOith the temperature control unit_ the sample may be heated from
t •

._. room t.emperatureto 400 C in 1-2 C increments. A cooling unit is also integrated

_- into the blockfor rapid sample cooling,

• I!
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, _LU_ON OF RO_IB PROB_HS
I

,+ After successfully tnterfactmJ the PDP 11/23 computerwith the OHO 511 and

,_ coupling tPmsystem with the OES 100 r_on-discriminationinlet valve, it remained

.., necessary to resolve certain related software problems, Previously, problems

,i; involving missing globals had been resolved, As a result, several OHG FORTRAH

_.!. subroutines were complied and linked, resulting in executable programs, One of

°. which automatically sets and reads Zl parameters of the mass spectrometer for

:: optimization andmeasurementin a "closed loop"operation as shownin Table 1 and

2, Other programs resulted in the generation of unnormalized mass spectral data

:,. suchas mass numbersandcorrespondingion currents,
.,v.

'+.-'.. To meet the software requirements necessary to Facilitate the acquisition_

+ :.__ processing and analysis of data from the thermal decompositions, a single program

_.?. capableof performing a number of operations was needed, Specifically,a program
-.r ¢

"i! i+ that wouldl

:i++_. 1, Test if the C+HG511 is on line

,_'+ 2, Automatically switch on the filament and place all front
°+'..+_.... panel parameters undercomputercontrol,

__./_ 3, Initalize the buffer of the mass spectrometer and set

_:° certain defined consol parameters, such as voltage,+;'

,, : electrometer filter, magnifier, polarity and Ill =,
1++'_" i

'_: 4, Allow the operator to enter certain other parameters such

;',,." .. as scan speed, resolution, electrometer current, SEH

voltage, beginningmass andendingmass,

-. 5, Generate mass numbers and corresponding ion current in

_+; ampere0

+:

,"' B, Generate mass numbers and corresponding relative

. i intensities,

. +' +-+++_ .... --?+_:- ° + ........ : _ +:+ - +_?.+ :+_+_++_ _+ + + . ++.:++-++.+ +++ ++..... +. +++._,+-+ ++.... ¢, ,+ - +. +, ., .. +
_, + + ° • + '_ . ' , I.;. " " " + + '
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!

);-
,, 7, Producea mass spectrogramwP_re relative intensities are

'" plotted againstmassnumbers,
',

,,., N

: 8, Directtheabovedata to boththeCRTandthe line printer,

:" Rather than attempt to write a program that wouldsatisfy the software

; requirements,it wasdecidedto modifyanexistingFORTI_N programthat hadbeen
'j,

'- obti_inedFromBalzer, On previousoccasstons)repeatedattempts to compilethe

_. programhad been unsuccessful,It appearedthat the program in questionhad
,'4

7 initially been compiledusing an older version of the RT-II operating System and

_-. undoubUythereexistedsomedifferencesbetweenthe two compilersthat causedtheb,

_°.'" problem,Furthermore)theprogramin questionwas written to tramsferd_ta to the

:"-" CRT only,TheFinalresolutionoftheproblemrequiredthattheprogramelinel

._ : CallSSEM(ISEM,OI

_i ; be changedto;
' i

Call FlSEMIIBEH)

")J: Even though the programmodificationwas simple, it provedpreplexingand
• ,[

: _ requiredconsiderableeffortin arrivingatthesolution,Aftermakingtheindicated

: - chm_cjes,write commandswere addedin orderto transfer data '.o the line printer,

•! :' Theprogramwas thencompiledandlinkedwithoutdifficultytogivean executable

_!_ programthat resultedin generatingthe desiredmass spectraldata, Theprogram,

,'.. whichis calledSCANI2,is listed in its entirety in Table6 andTables4 and5 show

; examplesof thedataobtainedfromit executi_.

,,
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_i,-_ 1"_ble I, Examples of the Parameters of the C}HO 511 Hess _pectrometer

.. • Automatically 5el andReed UnderProgremmmedControl,

.... CONSOLE PARAMETER I m 0
'" _ CONSOLE PARAMETER 2 • 54

F ,. ;. CONSOLE PARAMETER 3 = 10
i ..... '" CONSOLE PARAMETER 4 • 4_

": CONSOLE PARAMETER S • 2._0
"'_ CONSOLE PARAMETER 6 = 7
." : CONSOLE PARAMETER 7 = 1

o_._ it, CONSOLE PARAMETER O • 0

°:'.: " CONSOLE PARAMETER 9 = 0
,:,. CONSOLE PARAMETER 10 = 0
_, CON6OLE PARAMETER 11 • 0

0' .,_; CONSOLE PARAMETER 12 • 11t
_;;; CONSOLE PARAHETER 13 • 9_ 4o ., ".
:_ CONSOLE PARAMETER 14 = 0

" CONSOLE PARAMETER 15 • 0

i':-:-, CONSOLE PARAMETER 16 • O
':-- CONSOLE PARAMETER 17 • 0
:_ _ CONSOLE PARAMETER 18 = 0,,. :,

:r: I CONSOLE PARAMETER 19 = O
_::_ CONSOLE PARAMETER 20 • 0

! ^_; CONSOLE PARAMETER 21 m 1
= :'i._ CONSOLE PARAMETER 22 • 0

! o .

_' .:_4:! Table 2. Explanation of the Parameters of the Hess Spectrometercutomatically Set
! o.;_I'_ endRead Under ProgrammedControl, '

:j, _.: parameterCode Parameters
L"

.:p , I Hass Itt.m_rs

_.-_r 2 Fraction

"" ' _ _:an Width - -

"':":: 4 Resolution

! ::. S SEll Voltage

_"",- ti S(an speed ,;! : T •

; -._: . ? Single/Hanual/Rel:,eat .:

' _': . 8 lntegral/_ctrum

o:';:'_; $ RF On/Ofl

'.'¢ I0 Electrometer Ra_'Kje

:_,,",""! I I Polarity

', , 12 Hagnifler

:. ' 13 Filter

14 SCII Switch

;. 1'5 Filameter Switch On/Off

• "_ IG llormll/Oega$

:; 17 Electron Energy

18 Display

: 13 Auto Control Chanrc_el

' _ 20 Auto Control/Ol:_ratlon
. .' _l Autoc_trol On/Off

' ;" !' 22 Aulocontrol Set/Not Set

':,' XXVII-ll
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!_ Table 3, Nass l_umbersand Ion Currents Generated Using the SCANI2 Program,

,: HAS'3(AHU ) ION CURRENT (AHPS)

-- .o

_.!,, 10 -0. 144E'-07
:. 11 -0 •2BOE-08

" .,,. t2 -0.112E-06
_":." 13 -0 ° 760E-08
.. 14 -0. 728E-06

e, ',-

15 -0 ° 764E-07
. P,
,_ 16 -0. 528E-06

" _"... 17 -0. 160E-05
:, 18 -0 •536E-05
°!:- 19 -0 • 384E-07

_" 20 -0 °356E-07
'_ 21 -0. 168E-07

" "_" ' 22 -0 • 440E-08
=- _- , 23 -0.440E-08

i_,:__ 24 -0 •940E-08
' _ _ 25 -0. 124E-07
•'_"' 26 -0° 152E-07
._",," 27 -0. 128E-05
i_?,' 28 -0,520E-05

o,_ 29 -0. 136E-06
_; i, 30 -0.424E-07

_:_,, 31 -0 ° 168E-06o;. ", 32 -0,932E-06
_' 33 -0 • 760E-08
:i" 34 -0.400E-08
:- 35 -0. 112E-07

°_*"_. 36 -0 • 156E-07
.i, 37 -0. 360E-08
'_ 38 -0 •560E-08" *u

39 -0 • 560E-08
,;. 40 -0 ° 520E-07
_'=." 41 --0 • 188E-07

pp
o....

_:,. 42 -0 • 220E-07
._/ 43 -0. 356E-06

_i 44 -0,436E-06
..:._ 45 -0 • 360E-08

" 46 -0 *680E-08
"°*'! 47 -0 * 136E-07

'_ 48 -0.360E-08
°_ 49 -0,400E-08

_' 50 -0 • 268E-07
_,.
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_+-'_, C CltOOSE DATA OUTF'UT FORRA!
'_!_i TYPE 350

,, l,! WRITE (6t350)
", +I _ 350 rORMAT( IX, "CHOOSE DAtA FORMAt: .... )

_; TYPE JStUNITE (6,351)
351FORNAT(IXe'FOR UNNORNALIZED TABULATED SPECTRUM" TYPE 0')

+++:' TYPE 352
r, WRITE (6,352)++

.... _ 352 PORMAT(LXe+POR NORMALPtEB TABULATED _F'ECTRUM-TYPE 1')
S.i TYPE 353

° ...: WRITE (6,353)
.-._' 353 FORMAT(1X,'FOR NORMALIZED BAR GRAPH SPECTRUM-TYPE 2')

:'! TYPE 354
,* ' WRITE (6,354)

': 354 FORHAT(tX,'POR ALL THREE - TYPE 3')
'+ _ ACCEPT 200,IFORN

IF(IFQRM-t) 400,500P600
; C 400=UNNQRMALIZED TABULATED

",_+,+ C 500:HORHALIZED TABULATED
' .I, C 600=NORMALIZED BAR GRAPH OR _LL 3
;;+_ 600 IF(IFORM-3) 700,400,400

I C 700:NORMALIZED BAR GRAPH ONLY
C
C DATA OUTPUT--UNNORMALIZEB TABULATED
400 TYPE 401

WRITE (6,401)
401FORMAT(//,IX,'UNNQRHALZZED TABULATED HASS SPECTRUR',/)

TYPE 402
WRITE (6,402) .

402 FORMAT(//ttX,*MASS(A_U)',SX,'ION CURRENT(AMPS)',/)
DO 410 IaIFMAS,ILMAS

410 TYPE 403,I,SIOBUF(I)
_RITE (6e403)I,SIGBUF(I)

403 FORNAT(4X,I3,12XtEIO.3)
|P(IFORM-3) 800,500,800

C 500=G0 TO NORMALIZED TABULATED
C 800=G0 OUT OF DISPLAY ROUTINES
C

C DATA OUTPUT--NORHALIZED TABULATED
500 TYPE 501

WRITE (6t501)
501FORMAT(//,tXt'NORMkLZZ_D TABULATED HAS8 SPECTRUH+_/)

TYPE 502
WRITE (6,502)

502 FORHAT(//,tXe'MASS(ANU)'eBX,'RELATIVE ZNTENSITY(PERCENT)',/)
C
C DETERNINE SIGNAL MAXZMUN

SIGMAX-O.O

DO 510 I=IFMAS,ILN_S
IF(ABS(SI_UF(I))-ABS(SIGMAX)) 510,520,520

0!? 520 SIGNAX=SIGBUF(I)
_,* 510 CONTINUE
'_:" C

ti _MOR_AL'ZEDATA
DO 530 I'IFMAS,ILMAG

_ SIOIONm(SIGBUF(I)IIOO.O)/SIOMAX
:_ 530 TYPE 535pI,SIOION

_t WRITE 16,535)I,BIOION
°'+ 535 FORMAT(4X,I3,14X,FG.2)
°'_ IF(IFORH-3) 800,700,800
: C 700=G0 TO N0RMALIZED BAR DRAPN
+.: C 800=00 OUT OF DISPLAY ROUTINES

+i_ XXVlI-I5

*"..-m, -- O0000008-TSBIO





_, I1ec_men_tlons sml t'.omlusions

_, Efforts to assembly a computer-mass spectrometer system, capableof

_ investigatingtheatmosphericthermaldecompositionsofnonmetallicmaterialshss
been successful, The resolutionof certainsoftwareproblemshas enhancedthe

,: system furtherm making the rapid acquisitionmprocessing and analyses of mass

,.': spectraldata possible.
O'_ .'

... It is proposedthat a solid sample inlet system suchas the DIS 100(Figore 5) be

toupledto the the mass spectrometer,This would expand the capabilityof the

i system,allc_inginvestigationsof solidand low vaporliquidsunderhighvacuom

! o conditions,

! _._,

_o ._ i_

_:

_

vo.. -_

o ' '._L

i,

?
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SRMC DYNAMIC SENSITIVITY TO CHANGES
IN COMPOSITE PROPERTIES

• by

R. Noel Tolbert

, Associate Professor of Civil Engineering
Tennessee Technological University

Cookeville, Tennessee

_. ABSTRACT

_ Traditional composite lamination theory was used to compute the
'- constitutive matrices using a potential range of lamina properties.
:--• Sensitivity of vibra" onal frequencies was examined for variations in
:' consti+uent materials and geometric properties. The material component

interactions examined were the lamina longitudinal and transverse Young's
'" modulus, the lamina Poisson's ratio, and the shear modulus. Fiber and

resin properties were related to the frequency response through lamina
_. properties. Geometric properties examined were void ratio and helical
:=+ wind angle. In addition, capabilities and applications of the SPAR and
, NASTRAN computer codes were examined for laminated cylindrical shells.

i_-", XXVIII-IIi

++ " .g:,'_°:'",2° _
P_

° ..... . ,+ ,, - . + . . _ 1,717/-i(i(illl,,S,.L_...,,,_| .,l.

k

_,QVVVVVvv ----,v v



r

w

' .|

INTRODUCTION

Experimentaltestingof scaled test articlesare often used to predict
behaviorfor full-scalestructuresfor obviousreasonsof economy,speed,and

-: availabilityof adequatetest facilities. The need for mathematicalmodels
to accuratelypredictstructuralbehavioris an integralpart of such a test

.:_ program. NASA is currentlyconductingsuch a programfor epoxy-graphite,
:.., filamentwound, solid rocketmotor cases (SRMC). A lack of agreementwhen

comparingexperimentaltest resultsto values calculatedfrom computeranalysis
" indicatedthe need for a thoroughexaminationof contractorprovidedstiffness
;. propertiesand analyticalmodelingverification. A previousstudy by the

author(1)providedapplicablemicromechanicalequationsfor graphite-epoxy
compositesas well as laminationtheoryand computercodes for computing

: filamentwound, cylinderproperties. Also, a sensitivitystudywas conducted
_i of both the micromechanicaland macromechanicalpropertiesas relatedto the
_. SRMC extensionaland bendingstiffnessproperties. In this study,the
-_:-_ analyticalmodels used for computingstatic and dynamicbehaviorwere reviewed,
=_-_ and sensitivitiesof micromechanicaland macromechanicalpropertieswere related
_ to--_ynamicresponses.
:_;

:_' OBJECTIVES

The objectivesof this study were as follows: (1) To reviewthe analytical
" _ models used for staticand dynamicresponseof laminatedcylindricalshellsand
i_, (2) to determinethe sensitivityof micromechanicaland macromechanicalproperties
. to dynamicresponses.

ANALYTICALMODELS

MarshallSpace FlightCenter (MSFC)has conductedfour in-house,static
and dynamictests of cylindrical,fi)_ent wound, case segments. A COSMIC
versionof the NASTRANcomputercode_L) was used to analyticallymodel the
test articles. Materialpropertiesfor the filamentwound test articleswere
providedby Hercules,a NASA subcontractor.Errorsmade in computingand
providingthese data as well as inconsistenciesin physicalmeasurementsof
weight and geometryfrustratedanalyticalmodelingeffortsby MSFC. In an effort

- i
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to resolvedifferencesin the analyticalmodel and test results,extensiveefforts
,-/ have beenmade to improvethe accuracyand consistencyof material properties.

It was also importantto verify the analyticalmodelingprocedureto ascertain
:'c: the solutionquality. In this regard,the NASTRANcode was examinedfor appli-

cabilityof elementtype, convergenceof solutionwith elementsize, influence
: of aspectratio,and the effectof chanqesin model parameters. Test article

data providedby Herculesfor DV 36-26())were used in all analysesreportedin
-" this study.

First, the elementtype used for the cylindricalmodels was examined.
_:_r The NASTRANquadrilateralplate and membraneelement,CQUAD2,had been selected
i. as the appropriatefiniteelement. This elementprovidedcapabilityfor both
i extensionaland bendingstiffness. Materialpropertymatrices,[A] and [D]
_i!._ normalizedfor thickness,were requiredas input data. Couplingbetween
_t extensionaland bendingactionwas not permittedand thus the [B] matrix
:_- was not required. The [A], [B], and [D] matricesare computedusing laminat!on
iL theoryand are describedin compositetexts(4,5), as _e]l as by this author(1).
v;_i This couplingeffectwas later examinedusing the SPAR(6)code.

_:_ Now, focusingon the CQUAD2 element,the NASTRANTheoryManual(7)indicated
_" the ele_nt shouldnot be used on sharplycurved surfacesbut rather reco_ended

that the triangularelement,CTRIAZ,be used. The manual did not definea
sharplycurved surface. Thu_, the triangularelementwas used to analyzethe
same cylinder,DV 36-26, using the same 312 joints,same boundaryconditions,

_._ and loads. The resultsshowedalmost identicalresultsfor both finiteelements.
!_• The CTRIA2 elementgave staticdeflectionsonly 0.05 percenthigher than the

_i_ CQUAD2element. Similarly,the differencein dynamicresultswas also very small.
,_ When comparingtbe cyclicfrequencies,usin9modal shapes2, 2a, 3, and 3a as

i__ reportedby Bugg(8)and shown in Figure I, the largestdifferencewas 0.37 percentin mode 3a. The different directionof the variousfrequencieswas not consistent,
'_ and when comparingdifferencesin summationsof all fourmodes, only 0.06 percent
, existed. From this, it was concludedthat the CQUAD2elementwould provide
•. essentiallyequivalentresultsas the CTRIA2 element. Thus, the restrictions •

ic, on CQUAD2,as pertainingto sharplycurvedsurfaces,was not applicablein this
case as long as other precautionswere exercised.

Next, to continuethe examinationof the NASTRANcode and its CQUAD2
_ element,the same model, DV 36-26,with the same 288 elementgrid was analyzed
:- using SPAR with a similarquadrilateralelement,E43. The coupledoption for
i]i. elementE43 was used which permitsthe input of the [A], [B], and [D] laminate
- ' matrices. Uncoupledcomparisonscan be made by settingall values in [B] matrix

equal to zero. This zero [B] matrix correspondsto a laminatethat is symmetrical
with respectto its plate middle surface. Since couplingbetweenbendingand
axial deformationdoes not occur for this type of laminate,this capability
would not be required. However,all test articleswere to some degree unsymmetri-
callywound due to a thin initialclothwinding. Later test articles,such as
DV 36-26,had unsymmetricalwinding patterns. Thus, the NASTRANelementwas
deficientin this regard. Since the SPAR elementE43 could accommodatecoupling,

': it was used for both coupledand uncoupledsolutionsto determinethe coupling

"i significance.

I
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When comparingthe NASTRANDV 36-26 solutionto its equivalentuncoupled
L SPAR solution,the SPAR static resultsyieldeddeflectionsthatwere slightly

unsymmetrical,while the NASTRANresultswere symmetrical.This SPAR deflection

_ was 0,46 percentlower than the NASTRANsolution. Since the lack of SPAR
symmetryof solutionindicateda small round off error, the SPAR problemwas
rerun using doubleprecision. The round off problemwas correctedwith resulting
symmetricaldeflections. However,the SPAR deflectionvalueswere now 1.84 per-

_ cent largerthan the NASTRANvalues. The SPAR doubleprecisiondynamicfrequencies
ir were progressivelylower for each mode examined(2, 2a, 3, 3a) and averageda
:T reductionof 1.38percent. The staticand dynamiccomparisonswere consistent,

in that both indicateda more flexiblestiffnesswhen using the SPAR E43 element
with doubleprecision.

'J Next, the couplingeffectwas examinedusing Lhe SPAR shell elementE43..w

i_ For test articleDV 36-26, inclusionof the couplingmatrix increaseddeflections
7:_C_ 0.81 percentand decreasedvibrationalfrequenciesby an averageof 0.48 percent.
_ Again, the increasein deflectionsand decreasein vibrationalfrequencies
i_ indicatedincreasedflexibility. It shouldbe noted that DV 36-26 was very nearly
_ a symmetrical)aminateand a large couplingeffectwas not expected. However,
_ both Whitney(9)and Jones(t0)reportsthat couplingcan result in significantly
:;_ decreasedvibrationalfrequencies.

_ Solutionconvergencebased on grid size was next examinedusing the same
_ SPAR finiteelementon cylinderDV 36-26. Solutionsfor 32, 128, and 288 elements

"_t:' indicatedthat a 288 elementgrid should be used. When comparingthe 32 element

!-_,,iY grid to the 128 elementgrid, a staticdeflectiondifferenceof 4.56 percent
_: resultedalnngwith an averagedynamicfrequencydifferenceof 5.07 percent.
/_ Comparingthe 128 elementgrid to the 288 elementgrid, the staticcenterline
-i_ deflectionswere equal to the three significantdigitsprovidedby the output,
_._ while the averagefrequencychangewas 0.61 percent. The frequencychanges
.: were not consistent,in that of the four examined,two increasedand two decreased.

_; A smallernumberof elementscould possiblybe used by increasingthe size of
the elementdimensionsalong the cylinderlength. An increasein the aspect

_'" ratio (longestelementdimensiondividedby shortestelementdimension)from
_: approximatelyl to 1.5 in the SPAR yieldedan increaseof l.O percentin the
-_ staticdeflectionand a 0.07 percentincreasein the averagedynamicfrequencies.
...

Anotheritem to note was the variationin the SPAR computedweight that
_ _ occurredwith variationsin the circumferentia!griding. This resultedfrom
_ using a seriesof flat platesto approximatethe cylindricalsurface.

The accuracyof the cylinder'sweight improvedwith additionalcircum-
ferentialdivisions. The eighL divisionsof the 48 elementsolutionresulted
in a 2.27 percentlower weight thal¢the 24 division,288 elementsolution. If
a constantmass is desirableregardlessof grid size, the SPAR input value of
weight per surfacea_-eacan be modified to offset the modelingerror. This may
be of particularinterestin dynamic_nalysis.
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_!_ SENSITIVITYANALYSIS

'. The s_nsltivityresultsreportedin this study were based on the_
..... epoxy-graphitelaminatedcylinder,OV 36-26,as describedby Hercules(3).
•: The cylinderwindingand_layergeometryconformsto the sampleoutput of a
_:_ modifiedversionof COMp(1)as given along with its FORTRANcode in Appendix I.
_" The sensitivitiesof its laminatepropertieswere examinedusing the computer
_ code LAM developedby TolberttIJwith the resultsshown in Table 1.

, A small percentagechangeof the fiber longtitudinalmodulushad a large
L. carryovereffect to the laminate. A change in this propertyresultedin a
_!_ carryovereffectof 84 percentfor the laminateEx, 81 percentfor Ey,

91 percentfor Gxy and 13 percentfor_xy. The effectsof other fiber and
_ resin parameterswere very small and are shown as ratios to the fiberSs
_ longitudinalstiffnessto show its dominance. The largerthe tabularvalue,,.'T.

_ the less its significance. The only other variableof even modest significance
was the resin Young'smodulus. Since the resin is isotropic,the effecton

/j;T the laminateis compoundedby a correspondingincreasein the resin shear

i_l modulus.
_! Next, the effecton dynamiccyclicfrequencieswas examinedfor variations

in laminaproperties. Frequencyvariationsfor changesin El, the lamina

_ longitudinalmodulus;E2, the lamina transversemodulus;G12, the lamina

_! principalshearmoduius;and _, the principalPoisson'sratiowere analyzedfor modal shapesas described6_ Bugg(8)and numbered2, 2a, 3, and 3b. The
_ startingor baselinelaminavalueswere taken from Herculesgenerateddata.

_i__ These laminaand correspondinglaminatevalues are duplicatedin the output
of COMP as listed in Appendix I. The percentagechange in the dynamicfrequency

_ for a lO percentchange in each laminavariableis given in Table 2. When
:_:,_ comparingvalues in Table 2, El appearsto be the dominantpropertywith the
_: other laminavariablesof much iess importance. However, it is probablethat
_. a much largererror may exist in these other laminavariables. Data exist '
c that indicatesE2 may be much largerthan the 0.3 x I06 psi, Herculesvalue._>

In fact, a value near O.g x I06 psi, a 300 percentincrease,appearsto be
:: ,norelogical. Thus, when examinedin this light as shown in Table 3, only the
_ laminaPoisson'sratio is of minor importance. The ± values shown in Table 3
_..: are the averagechangesfor the positiveand negativeincrements.

ic Also, examinedwas the effectuf the helicalwindingangle on dynamic
frequency. A lO percentincreasein the wind angle increasedthe average

: dynamiccyclic frequency4.29 percent,while a I0 percentdecreaseresulted
in an averagefrequencyreductionof 2.01 percent. Small manufacturing

: tolerancesin the windingangle of less than 0.5 degreeswould thus have
_!i negligibleeffectson the dynamicfrequencies.

'_7 Anothervariableexaminedwas the void ratio. If a layer (lamina)
•_ of hoop or helicalwindinguses a specificweight of fiber and resin,voids
; can be determinedfrom physicalmeasurementsof the cylinder. Voids dispersed
.:.. in the laminatewill create an increasein its thickness. As an example,the

theoreticalthicknessof DV 36-26 based on the laminatebeing void free was
i_ 0.3164 inches. However,measurementsof the fabricatedtest articleas

recordedby Herculesindicatedthe thicknessto be 0.331 inches. This
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!_i: differencein thicknessescould be accountedfor by computinga void ratio of
4.61 percent. This percentagewas similarto other void ratio percentages

{ reportedby Herculesin previoustests• The effect on the laminastiffness
_ valueswould be to reducethem by the productof the reciprocalof "one plus

": the void ratio." The layer thicknesseswould be increasedby the product
_:" inverseof the previousrelationship The net effectwill be a modest increase
", in bendingstiffnessas representedby the [D] matrix, and no change in axial
- . stiffnessas representedby the [A] matrix. The computercode COMP was used
::_ _ to calculatethese matrix valuesfor use in the NASTRANfiniteelementmodel•

As indicated,the [A] matrix was unchangedand the [D] matrixwas modestly
;: increased. The NASTRANanalysisof DV 36-26 with void ratiosof 2, 4, and
_ 6 percentyielded increasesin frequenciesfor the modal shapesshown in

0 i:" Figure I of 1.99, 4.03, and 5.95 percent,respectively. For this test article,
_:: the frequencypercentageincreaseswere almostequal to the void ratio
" percentages.An importantitem to note when gatheringdata for analytical

! !i_ modeling is that both a change in layer stiffness and layer thickness mustbe accommodatedto account for voids. If not careful, only the thickness
_ may be includedin the analyticalmodel. In addition,changesin void
_:_ ratiosand physicaldimensionsrequirecorrectionsto model density. The

i NASTRANcodewas used to test the effectof an error in densityon the dynamic
_ frequencies. A densityincreaseof I0 percentin DV 36-26 reducedvibrational

frequencies4.65 percent.
_,_

- CONCLUSIONSAND RECOMMENDATIONS

_? The NASTRANcode is suitablefor modelingepoxy-graphitelaminatedmodels

i_ that are balancedend symmetric. For unsyn_netriclaminates_increasedflexibility
.... resultsfrom couplingbetweenbendingand axial deformation. If couplingis
; neglected,staticdeflectionsare under predictedand dy_amicfrequenciesare
::._ over predicted. For test articleDV 36-26,disregardingcouplingresultedin
_:_ an error of less than one percentfor both staticdeflectionand vibrational _
_ frequencies. The NASTRANquadrilateralelement,CQUAD2,was comparedto the

triangularelement,CTRIA2,and found to yield almost identicalresultsfor
both staticand dynamicbehavior. In addition,both NASTRANelementsyielded

:L similarresultswhen comparedto the SPAR quadrilateralelement,E43

::_ The SPAR element,E43, is more suitablefor laminatedcompositesand
providesseveraloptionsfor materialpropertycharacterization.While the

_J elementpermitsa laminate,layerby layer data input,the computercode COMP
can be used to developthe laminateproperties,and then the coupledoption

_ can be used for the materialpropertydescriptiop. However, the SPAR code
_ needsmodificationsto provideoutputof laminatepropertiesfor an inter-

mediatesolutioncheck. A weaknessof SPAR is its tendencyto produceresults
with unacceptableround off error. This wa_ particularlytrue for the solutions

__ encounteredin this study that had approximately1800 degreesof freedom
" (kinematicunknowns). This problemwas correctedby using the double precision

:: XXVIII-5
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;-:'-,. option on selected processors. Users of SPARshould be particularly careful
: by providingsome type of solutionverificationfor SPAR solutionsthat do

not use doubleprecision. For the DV 36-26 test articleusing identicalfinite
:) elementgrids and uncoupledmaterialproperties,the SPAR as comparedto

NASTRANdeflectionswere 1.84 percentlarger and the vibrationalfrequencies
were 1.38percentlower. This indicatesthat the SPAR model was more flexible
than the NASTRANmodel. Also, SPAR executedmore rapidlyand the required,,J

data inputwas easierto execute. However,the NASTRANUser'sManualswere
:. betterwrittenand easier to followthan SPAR's.

::_' Othermodeling items of concern,irrespectiveof the particularcomputer
°:: code, includesthe finite elementsize and sliape(aspectratio) Convergencep,

, shouldbe checkedby varyingthe grid size, preferableby subdividingprevious
grids. Also, the aspectratio should be maintainednear unity. For dynamic

o::_ analysis,care shouldbe exercisedin matching the appropriatedensityto the
.,_, other geometricdata input.

:!_ In reviewingthe micromechanicalsensitivityresults,attentionis focused
o_; on the dominanceof longitudinalfiber propertiesin lamina stiffnessdescription.
,.:_._ Nevertheless improvementsare needed in micromechanicalmodels to betterpredict_ •

(i--m laminastiffnessvalues. In this regard,data on the transversepropertiesof
_,_ the AS4W-IZKHerculesgraphitefibers are needed. While extensivetest attention
:_ has been providedfor the fiber'slongitudinalYoung'smodulus,data are

needed for the correspondingtransversemodulus to verifyand improvemicro-
mechanicalmodels. For instance,the relationship,if any, betweenthe fiber's

I!CIt shear modulusand the fiber'stransverseYoung'smodulus is not understood.

An examinationof laminasensitivitieson vibrationalfrequenclesindicated
_ two items of particularimportance. One item was the directeffect of a lamina
_, stiffnessvariationon vibrationsand the otherwas the range of potential

t_-eof-+xr-t-hecomputedlaminaproperty. While the laminasensitivityEI was the
_ dominantsensitivity,its expectedrange of potentialerrorwas smallest. On
;_ the other hand, E2 had a low sensitivitybut had the highestpotentialerror
_" based on using the H:rculesinitialvalue of E2.

,/ Now turningspecificallyto means of matchinganalyticalresultswith
experimentalresults,large reductionsin laminastiffnessE1 valueswould

': be requiredto substantiallyreducepredictedvibrationalfrequencies.
?_ CorrectingE? to a more logicalvalue would increasethe predictedfrequencies.
,C Using EI to achievea I0 percentfrequencyreductionrequiresan E1 reduction
° of 26 percent. Rather than varyinglamina valuesto match data, improvements

irlmodelingmay help to accountfor some discrepancies. The dynamicSPAR

_i: solutionwas 1.38 percentlower than the NASTRAN solution. Couplingreducedfrequenciesan additional0.48 percent. In addition,correctinginputdensities
_ may furtherreducefrequer_cies.In conclusion,it is essentialthat accurate=--4.

--_; manufacturinqinformationbe availablefor accurateanalyticalmodelinq to
_ucceed.

u ,
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4 TABLE 2

o. ,

":_ PERCENTAGECHANGE IN DYNAMICCYCLICFREQUENCY
RESULTINGFROMA 10 PERCENTINCREASEIN THE

:: LAMINAVARIABLEDV 36-26

., Mode Lamina Variables
:, Shape_ -- ,

:_ Number El GI2 E2 12

°_ 2 +3.71 +0.392 +0.122 +0.033,

;-i 2a +3.98 +0.352 +0.086 +0.009

,_ 3 +3.71 +0.388 +0.121 +0.033 !
_ ,

_._

3a +3.86 +0.372 +0.099 +0.019
!* (,_

,!

J

o

/-

,j
-8
'g

.I

't

'i
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.,. TABLE3
v

_, PERCENTAGECHANGE IN DYNAMICCYCLIC FREQUENCY
_.. RESULTINGFROMA POTENTIALCHANGEIN THE
:- LAMINAVARIABLEOF DV 36-26

11 ,_4ude Lamina Variablesand PotentialChange
o ;; Shape
_o:_. Number -FIO% -+50% +300% +50%

'i:; El G12 E2 12

" '!_ ' 2 t3.78 +1.96 +3.61 ±0.167

_i _ 2a _4.06 +1.76 +2.54 ±0.045

!_. 3 ±3.78 +1.94 +3.59 -+0.166

,i" 3a +.3.93 -+I.87 +2.95 -+0.094 "

_.JP

L
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t,. ELECTRICALPERFORMANCEOF SEMICONDUCTORDEVICES
AT CRYOGENICTEMPERATURES

_,.

Carl A. Ventrlce
ElectrlcalEnglneeflngDepartment

"°_ Tennessee Technologtcal Untverst _y
_., Cookevtlle, Tennessee 38505

.... .- ., ABSTRACT

The electrical perfomance of semiconductor devices ts examined over_J
_.'

__i the temperature range from 300 to 1.41(. Spectal emphasis t s gtven to the

_ design, fabrication, and tesing of p-channel HOSFET'swith the ultimate

-_, o_ective of _veloping a devicethat will performsatisfactorilyin the

::_ temperature range from 4.2 to 1.4t(. The current-voltage characteristics

._ of the device are obtained as a function of temperature for varying channel '

:. len9ths and channel dopant levels. HOSFET'swith average channel lengths

of 3.27, 5.68, 8.37, and 11.39 mtcrons are examined. Initlalresults

indicatethat the deviceswith the shorterchannellengthsperfom better
w

_" in the 4 to 20K range than those with the longer channel lengths. Additional

testtn9 will be done downto 1.41( and with different channel dopant levels.

.t
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,' _ INTRODUCTION

. In man's quest to obtatn more tnfomatton about the universe,
_ he has ventured deeper and deeper tnto space. Thts venture has

been effected by means of earth-bound and satellite deep-space
._ probtng system. The deeper these system probe into space, the

. , weaker are the tnfomatton beartng stgnals that must be detected
,: and processed. Notse, therefore, becomesof m_or concern owtng

to the fact that it has a degrading effect on the system's abtltty
=_, to detect and precess these st gnal s. There are numeroussources of
i-: notse that can affect system perfomance. A m_or source of noise
i' is themal, or Johnson, notse which is generated by the detector
' and the associated electronic stgnal processing subsystems. Thermal
:" notse increases approximately tndtrect proportion to the temperature
_': of the detector and the associated electrentcs. By lowerffng the
'_ temperature of the detector and the associated electronics, one
,_:_ can lower system noise and, therefore, tncrease the signal-to-noise
, :. ratl o (SNR) of the i ncoming sl 9nal.

Prqmary motivation for the present Investigation stems from
! i':_- "the effort in tnfrared astronomy whtch ts betn9 conducted by the

_-. astronomy group here at the Marshell Space Flt9ht Center (MSFC). In
_> this effort, infrared radiation tn the wavelength range from 8 to
!-_ 40 micrometers ts observed from dtstant galaxtes tn order to learn
,_ _, more about the mechanism of star fomation. Thus, the slgnals which
)_. are received at the focal plane of the IR telescope are extremely
i-_;_ weak. In order to get a SNR I, the detector must be cooled down
i_ to 11qutd hellum temperatures (T 4.2K). At present, the detector
:_+_:'_, ts matntafned at a temperature of-l.4K. The detector betng used
i_- Is a Ge:Ga bolometer. An array of 20 detectors (4 x 5 array) fs
F_ used tn order to ,flni,flze the sky scanntng ttme.

i_ to the signal processing electronics. Ovln9 to the hlgh input
i_ impedance of the preamplifier, it is necessary to cool tt down in
:. order to lower the introduction of Johnson notse onto the signal.
I At present, the preamplifier is cooled down to a temperature between

60 and 801(. In an effort to 1reprove the SNRof the receiving system,
+t. the astronomers would 11ke to ad:loln the preamplifier to the detector

and operate it at the same temperature as the detector. The semi-
: conductor devtces used t n the preampli ft er are des1gned to operate

:. effectively at roan temperature. These devices, however, are observed
)._ to perform very well down to approximately 6OK. Unfortunately, the
," pe_omance of these devfces degrades raptd]y below thts temperature.

This degradation can be attributed to carrter freezeout. A descrtp-
' tton of howcarrier freezeout affects the electrical properties
_: of semiconductor materials wtll be gtven tn the body of the report.;+.

:- The present Investigation is concerned vlth the perfomance of semi-
: conductor devtces at cryogentc temperatures, wtth spectal emphasts
! given to the temperature range from 1.4 to 4.ZK.

L_
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! 1] OBJECTIVE
I:::: The primary oMective in this investigation ts to attempt to..,

!=- develop semiconductor devices that wtll perfom effectively in the
r .. temperature range from 4.2 to 1.41(. This v111 entail the desfgn,

- fabrtcatt on, and testt ng of p-channel metal-oxide-semiconductor
i; ........... field-effect transistor (I_)SFET) devices. The design parameters that
is _. wtll be considered are the channel geometry (length and width) and
i- the channel dopant level. Device testing wtll entai] the detemination
! i" of the I-V characteristics of the device at various temperatures.
_ ,. From th,ese characteristics the transconductance and threshold voltage

: can be detemt ned

(::! THE IvlOSFETDEVICE
.'v,_

:_:, If a highly conductive electrode is placed in close proximity
:_ to a surface oF a lightly doped semiconductor substrate, a voltage
_ . applied to the electrode relative to the substrate can have a pro-
:_- nounced effect on the electronic properties of the semiconductor

_, surface. If n-type siltcon is used as the substrata material,
the appltcattm of a negative voltage to the electrode wtll repel

!_ electrons from the sur]:ace, and the region near the surface will
!-_, becometotally depleted of mobtle charge. Nonmobile positive charge
!_ will remain in the fore of the ionized donor-type impurities. If
;_ the magnitude of the applied negativevoltage is increased, mobtle
:% positive charges (holes), which are the minority carriers within
_-:.., the n-type stlicon, wtll be attracted to the surface, fomtng a
'':. conducting layer in which the holes wtll be the majority carr;ers.
::_ In this case, the silicon surface is satd to be inverted. Similarly,

if the stltcon substrate is p-type, the application of a positive
:_;'::: voltage to the electrode will form a surface inversion l_Lyer in
i;" which electrons wtll be the m_ority carriers. The phenomenon
: :_" described above is referred to as the surface field effect and
.__ is the underlyingpHnclple behindthe operationof MOSFETdevices.

:._, There are two distinctly different types of MOSFETdevices:
•_ n-channel and p-channel. The n-channel MOSFET'soperate by means
•,: of surface conduction of electrons under the Influence of a trans-

verse applted electrtc fteld, whtle the charge carriers that give
• i,: rise to current flow in a p-channel device are holes. The cross-

sectional structure of a p-channel MOSFETis shownin Figure 1.+
:, The device consists of two closely spaced, deganerately doped p

regions, the "drain" and the "source," which have been diffused
into a ltghtly doped n-type siltcon substrate. Typically, the

,'" distance separating the two diffused regions (channel length) varies
from sub-rotcrometers up to tens of mtcrometers. A thin t nsulart ng

_ '3,
• !_
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" Source Aluminum GIte SiO2 D_ain

!I Figure 1. Cross-sectionalview of a

i_j p-channelMOSFET device. ..
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layer of stltcon dioxide (approximately 1000Angstromsthick) is
formeddtrectly above the channel region by oxidizing the surface

:l of the silicon at high temperatures in an oxygen-rich ambient.
;" Metal contacts, usually aluminum,are madeto both diffused regions,
:! and a "gate" electrode ts positioned dtrectly over and completely

J:!I'_ covertng the channel regton. The structure of an n-channel MOSFET

device is stmtlar to that shownin Figure 1 except that n regions
are diffused into a p-type stltcon substrate. Typical current-
voltage characteristics of a p-channelMOSFETare showntn Figure 2.

Most p-channelMOSFET'sare usually enhancement-typedevices:
there _11 be no current flow betweenthe drain and source when
a negative voltage is applied to the dratn, with respect to the
source, and the applted gal:e-to-source voltage Vr_is set equal
to zero. However,if a large negative voltage !_] applied to the
gate, a p-type surface inversion layer will form in the silicon
directly be1ow the gate, provtdtnga conductingchannel between
the drain and the sourcewIHch results in appreciable current flow
betweenthe two regions. The gate-to-source voltage which is
required to achieve surface inversion and, as a result, conduction
betweenthe drain and source regions, is defined as the threshold
voJrage VT.

In general,the three-t_mlnal electrlcalcharacteristlcs
of MOSFr:T'scan be dividedintothreereglons.At valuesof applled
drain voltage which are sufficiently small as to be very muchless
thanthemagnitudeof Vr.-VT,the draincurrentat constantVr.is
foundto increasellneaPly'_thincreasingdrainvoltage,anLlthe

::i. characteristics of the device are like those of a voltage-variable
':: resi stor, wi th the drat n-to- source rest stance decreasing steadily
t/ with increasing values of Vr_. Under these conditions, the MOSFET
::_: is said to be operating in (he vartable-msfstance region. As
._ the applied drain-to-source voltage Vn is increased and becomes
_'_ lar_r thanV_-V.,the draincurrentlendsto saturateandbecomes

relatively co)stL.it and independent of Vn. Under such conditions,
._' thedev'Jteis saidto be operatingin th_ regionof saturatedcurrent

Row. At verylargevaluesof Vn, avalanchebreakdownof the d_ain
:_ diode occurs, an_ the drain current begins to increase extremely
_. rapidly with increasing V . At this time, the device is said to
i be operatlngin the avalachebreakdownregion.

- EXPERIMENTALARRANGEMENTANDPROCEDURES

The fabrication of the MOSFET'swas performed in Clean Room
B-126 in building 4487. Both (1,0,0) and (1,1,1) plane silicon
wafers, 1.5 inches in diameter, and 8 to 10 mils in thickness were

, used. ApproximatelyI00chipswereproducedfroma singlewafer.
:-i On eachchip,fourMOSFET'sof varyingchannellengthswerefabri-
.:: cated. Theaverage channel lengths were 3.27, 5.68, 8.37, and

-- tl
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?i Figure2. l-V characteristicsof a typical
_, p-channel MOSFET. Vertical scale:
_' drain current:-I mA/dlv.;
or horizontalscale: drain voltage:

!' -lOV/div.;gate voltage'.0 to
. -8V, in -1V steps.
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11.39 micrometers. Figure 3 showsa typical chip magnified 25
times. The four MOSFETdevtces are shown at the bottom half of
the photograph. The device with the narrowest channet length is
shownat the left, and :he one with the longest is shownat the
right. Connections to the external drcuttry were madeby bonding
I mtl gold wire to the interconnecting pads, shown at the bottom
of the photograph.

The experimental arrangement used in collecting the data is
shown in Figure 4. The test chip and silicon temperature sensing

' dtode were mounted tn the test insertion device. The Insertion
device was lowered into a helium dewar. Rubber O-rings were used
to maintain a vacuumseal at the top of the dewar. The chip was
electrically connected to a type 576 Tektronix curve tracer. The
temperature senstng diode was electrically connected to a Model
DRC80C Lake Shore CWotrontcs temperature controller. I-V charac-
teristics were obtained for Vn varying tn 1 volt increments down
to -10 volts. Temperatures bl_tween 4.2 and 77K were obtained by
heating the chip by means of a resistor placed in close proximity
to the chip. Temperatures below 4.21( were obtained by lowering
the pressure in the dewar by means of a vacuumpump.

RESULTS

In the first test run, p-channelenhancementmode, M_FET's
were testedover the tenperaturerange from 2_K ®vm to 4.3K.
these devices were fabricated on a (1,1,1,) plane silicon wa(tr q
that )_as doped with phosphorus to a dopant level of 2.5 x 10"" cm"_.
The p wells were fomed from boron diffusion. Figures S through 8
showthe I-V characteristics at various temperatures. From Figure 5,
one can see that the characteristics are better at 80.61( than at
room temperature. This can be attributed to the increase in carrier
mobility with the decrease in temperature. One can see from Figures
6, 7, and 8 that as the temperature decreases, the degradation
in the characteristics increases. The onset of degradation appears
to have startedat approximately6OK. In addition,it appears
that the transconductanceis decreasingwith decreasingtemperature.

More devicesare being fabricatedand will be tested at a
Iater date.

CONCLUSIONSAND DISCUSSION

Little data has been taken so far In this project. Most of the
time has been spent planning,constructing,and testingthe apparatus
and developingproceduraltechniquesfor acquiringdata. Numerous
tests are plannedfor the future. The techniquefor fabricating

_.
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Figure 3. Photograph of test chip with 25X
magnift cation.
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Figure 4. Schematic diagram of experimental
arrange.lentused for obtaining l-V
characteristics.
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Figure5. I-V characteristicsof a p-channel
MOSFET at T = 296K (upper)and
T = 80.6K (lower).
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Figure 6. I-V characteristicsof a p-channel I
MOSFET at T = 46.4K (upper)and
T = 30.5K (lower). i
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Figurel. I-V characteristicsof a p-channel
MOSFET at T = 19K (upper)and
T = 1OK (lower)
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Figure 8. I-V characteristics of a p-channel i
NOSFETat T = 4.3K.
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the devices and the procedure for testing these devices has been
roven to be very sound. The initial data confirms that degradation
n performance does occur in conventional MOSFET'sat temperatures
e|o_ 6OK. This degradation is attributed to carrier freezeout. One

:, can gain sometncite into this phenomenonby constdert ng the energy
level diagram for silicon shownin Figure 9. The energy gap between
the valence band and the conduction band ts approximately 1.1 eV, For
pure silicon (intrinsic), the conduction electron concentration n wtll
equal the hole concentration p. These concentrations are a fu_tign
of temperature. At room temperature (296K), n = p - 1.38 x lO"/m _.
Both conducti on el ectrons and holes contrtbute to current fl ow;
thus, the pnductivity of intrinsic silicon at room temperature
ts 4 x 10" robes/m, which means that intrinsic silicon is a very
poor conductor. NOW,suppose,that one part per million of phosphorus
was added to the silicon. Phosphorus has ftve valence electrons;
four of these electrons form covalent bonds with the neighboring
silicon atoms, the fifth electron is loosely bound to the system.
The energy level of this fifth electron lies approximately .04 eV
bel ow the bottom of the conduction band. At room temperature,
thermal excitation ts sufficient to ionize almost 100%of these

"donor" atoms, thus, raising the fifth electron up to the conduction
band. This fon_ a_ extrinsic semiconductor with n = 5.I x 10 /m
and p = 3.7 x 10 /m_. Electrons are the m_ority carriers and
holes are the mtnQrity carriers. The conductivity increases to a
value of 1.1 x 10_ mhos/m. Supposethat instead of phosphorus
being added, bot_n were added, again at one part per million. Boron
has three valence electrons. These electrons will form covalent
bonds with the neighboring silicon atoms. The boron atom will have
an affinity for attracting an electron to complete the missing bond.
The energy level for thts fourth electron will be at approximately
.04 eV above the top of the valence band. At room temperature,
thermc excitation is sufficient to raise electrons from the valence

band to thts "accepter" level; thus toni;j_ng_almost 100%of tnh_boron atoms. In this case, p = 5,1 x lO_/m " and m = 3.7 x ,--/m 3. "
Holes are the majoritycarriers,and electronsare the minority
carriers. The conductivityincreasesto a value of 410 mhos/m.
One can see that, in both cases,the introductionof a small amount
of an impuritycan cause drasticchangesin the electricalproperties
of a semiconductor. Now,as the temperatureis lowered,the n_nberof
impurityatoms that are ionizedAll decrease. As the material
approachesvery low temperatures,very few impurityatoms will ionize,
thus, causingthe material to revertback to its intrinsicproperties.
This reversionhas a degradingeffect on device performance.

As one increasesthe impurityconcentrationin the silicon,
the donor and acceptorlevelssplit and form bands (seeFigure 9).
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Conduction Band

Increasing Dopant Conc. ._

L"

Valence Bond

Figure 9. Energy level diagram for a semiconductor

showing broadening of donor and acceptor
bands with increasing dopant level.
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When formingthe p+ wells In a MOS_T, the accepterimpuritycon-
centra_on Is of such a value that the acceptorbandoverlapswith
the va1_ce band. Under such a condltl_, free.out Is no l_r
posslble. P-channelN_FET's are belng fabrlcatedon a p-typewafer,
for which the acceptor concentration tn the substrate ts of such a
value that the gap between the acceptor band and the valence band
is muchless than .04 eV. Such devices will not operate at room
temperature, but may operate at very low temperatures through the
a|d of parttal freezeout. Testing on these devices wtll occur tn
the near future.
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EVALUATION OF "PHuENIC:;"IAS A DESIGN ANALYSIS TO()L I:ORSliME

N_Jri. B. Vent:rLcc

A}_;,,ciat_, Pro fu_:_or of Mech;|n_e;|! Enginc,,rin_
Tennessee T_,chnological University

Cookcvllle, Tennessee

Abstract

It has been proposed by the Atmospheric Sciences Division of the

Systems Dynamics Laboratory of NASA's MarshaZl Space Flight Center

that the computational fluld dynamics computer code PHOENICS bc used

.::: as a design analysis tool for improving the Space Shuttle Main Engines
! (SSME). PHOENICS is a general-purpose computer code for the simulation

• _ of fluid-flow, heat-transfer, mass-transfer and combustion _ocesses

aris_ng in engineering, scientific research and the environment. It

is capable of analysis of one- or two-phase flows, in one, two, or
three dimensions.

::_ -" Since the code is complex and extensive, as _re the SSME, it was

necessary to apply the code to simpler problems, prior to application

to the SSME, in order to develop expertise Jr, and insight into, ef-
fective use of the code. The object of this work was to apply PHOENICS

to the evaluation of the performance of high-pressure gaseous-hydrogen
filters. To dl,monstratc the usefulness of the code and to illustrate

the ability of the code to handle successively more complex features of

the device being mode]ed, and to develop the expertise of the user,

several filter design were analysed.

The work comfirmed the applicability and usefulness of the code.

IPHOENICS (Parabolic, Hyperbolic o- Elliptic Numerical Integration Code

Series) is a computer code copyrlghted by CHA}I Limited (Concentration

float and Momentum Limited) of London, England -- D. Brian Spalding,

managing director.
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I N'I'N()I)UC°I'|ON

Tile performance of the Space Shuttle blain Engim-,s (fiSME) ha_ not
a._ :eel met the original design criteria. It has been proposed by the
Fluid lJynamtcs Branch of tilt,Atmospheric Science Division of the Systems

l)ynamtcs Laboratory of NASA's Marshall Space Flight Center that the

ctbmput_,Lional fluid dynamics computer code PHOENICS n be used as a design

anal.ysls tool for Improving the SSME. PHOENICS is a general, purpose

computer code fur the s_,nulation of flula-flow, heat-transfer, mass-
transfer and combustio:, processes arising in engineering, scientific
research and the environment. It is capable of analysis of one- or

two-phase flows, in one, two, or three dimensions.

Since PHOENICS is complex and extensive, as are the SSME, Jt is

appropriate to apply the code tc simpler problems, prior to applica-
tion to tile SSblE, in order co develop expertise in, and insight into,
effective use of the code. The oblect t)f this work was to apply
PHOENICS to the evaluation of the performance of a high-pressure

gaseous-hydrogen filter. The parameters of the problem were suggested
bv the Materials and Processes Laboratory and were taken from blue-

prints of a hlgh-pressure gaseous-hydrogen filter [I] designed by

that laboratory. The second object was to evaluate the code itself
as to its ease of use and approprlatene_:s for SSME analyses.

THE FILTER

Fig. I is a schematic diagram of the actual filter from which

tlm problem analysed by PHOENICS was derived. Gaseous-hydrogen at

ambient temperature and a maximum _ressure of 34.5 MPa (i0,000 ibf
/in.2) enters through a 5.16 x lO-=m (0.203 in.) inside diameter

cylindrical passageway at the top and flows through a series of
fourteen 2.54 x lO-3m (0.i00 in.) diameter laterial holes, and the

end of the passageway, into the filter media (shown in the figure
as dotted shading). The hydrogen exits the filter through twelve

3.L8 x 10-3m (0.125 in.) diameter lateral holes and four axial

holes uf the same diameter. It then proceedes through various clear

passageway_ to the bottom of the device and passes out through a
5.16 x I0- m (0.203 in.) inside diameter exit at the bottom. The

maximum permissible pressure drop across; the filter is 34.5 MPa
(5,000 Ibf/in.2). Twenty-mesh screen is located at the entrances
to and the exits from the filter media. The filter media consists

cq'HOENICS (Parabolic, Hyperbolic or E_.Uiptic _umerical integration

Uode Series) is a computer code copyrighted by CIIAM Limited

(Concentratlon Heat And Momentum LimJt:ed) of London, F.ngland --

I}.Brian Spalding, managing director.
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FIgttre l. Schematic Diagram of a High-Pressure
Hydrogen Filter Illustrating the C;eneraJ
Pattern o[ Flow.
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of equal parts by volume of activated alumina, activated charcoal and
molecular sieve having an overall average diameter of 2.44 x |O-_m
{0.096 in.).

Originally tile object was to analyse the filter demribed above.
The characteristics of the filter were to be coded _ato PHOENICS and

then various parametric studies were to be carried out. Of interest

were the mass flow rates associated with various pressure drops across

the filter. Also of interest were the predicted patterns of flow

through the filter and identification of any limitations or problems
that might be predicted to exist.

To carry out the task it was planned to start with a very simple

geometry. Tile flow in the simple model would include the features of

the more complex flow -- compressibility, functional dependence of

enthalpy on both temperature and pressure, pressure losses due to the
filter media, screens and orlfaces, and any other significant charac-

teristics. Due to lack of time, ann analysis of only the simple

geometry consisted of a O.10 m (3.94 in.) diameter cylinder having

a 0.01 m (0.394 in.) diameter entrance and a 0.02 m (0.787 in.) diameter
exit. Its length was 0.15 m (5.906 in.). Screens were placed at

the inlet and exit and the filter was packed with equal parts by
volume of activated alumina, activated charcoal and molecular sieve.

The inlet and exit areas of the simple filter corresponded approximately
to the inlet and exit areas of the actual filter. The remainder of

the paper deals with analysis of the simple filter and suggestions

for how to extend the work to analysis of the actual filter.

FLUID DYNAMICS OF TIlE FILTER

The flow through the filter must satisfy the steady-state con-

servation of mass, momentum and energy equat_)ns. For this case

thu conservation of mass equation is

: 0

where p is the density and u the velocity. The x-directlon momentum

equation is

_P+B +V
div (pus) = div (p grad u) - 3x x x

where _ is the viscosity, p [s the pressure, Bx is the x-directlon
body force per unit volume, and Vx includes the viscous terms other

than dJv (_ grad u). Similar equations could be writtun for the
other two dimentlons. The last three terms could bo ct,mblned and

call_d S since they are all source or slnh of momenlum terms. The

energy equatlon is

,div (puh) = dlv grad h) + Sh

where h is the specific enthal|,y, k is the thermsi conductivity, c is

the constant-pressure specific heat and Sh is Lhe volumetric rate of
heat generation.
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To solve the above equations, appropriate property values and an
equation of state are needed, as well as information about pressure
gradients, body forces, viscous terms and heat generation. Property
values were taken from reference 2 for the conditions of the

problem:

C = 15 kJ/kg-K

M ffi 9.5 x 10 -s kg/m-s

Fitting an empertcal equation to the property data in referent=e [2],
in the range of interest, results in the equation

T = 15.24 - 4.029 x 107p + (.0681 - 1.74 x lO-11p)h

where T is in degrees kelvin, p is in pascals and h is in kilojoules

per kilogram. The equation of state selected was the the compressibility

equation

p = p/zRT

where R is the gas constant, which for hydrogen is 4123.5 N-m/kg-K,
T tile absolute temperature and z the compressibility which, for hydrogen
within the range of pressures and temperatures of the problem, in a
function of both T and P:

z = -0.50800 + 1.1337 x 10-2 T - 2.0867 x 10-ST 2

+ (8.183 x i0-s - 5.456 x 10-10T + 0.969 x IO-12T2)P

+ (-5.604 x 10-*6 + 5.833 x 10-1ST - 0.819 x 10-2°T2)P 2

where, again, T Ks in degrees kelvin and p is in pascals.

For the filter, the term -_p/_x is the drop in pressure due to

the resistance to flow created by the filter media. Pressure drops
also occur due to the screens at the entrance and exit. In the actual

filter pressure drops due to sudden expansions, bends in the flow path
and other frictional losses would also need to be considered.

Jones and Krier[3] have expressed the pressure drop due to

filter material as a function of a friction factor Fv,

_V I_ _

where _ is the porosity of the filter media, Db is the average particle

diameter and Vav e is the average gas velocity determined from the mass
flow, _.

A

V-w =

where An is the crosa--sect[onal area of the filter. Jones and Krier's
experimentally determined equation for the friction factor is

F = 150 + 3.89 (Re_) "87
V
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where Re" is a modified Reynolds number ,rod I, dt,ti,icd .,,,

lie'= O Vavc, Db O/V(I-O)

F-r the fil_ter being considered, the flr._t term in the equation for
I.'v is negligible compared to the secot_d,

Perry's Chemical Engineers' llandbook [4] g_ve_ nn (,qua(ion for
the ]ass Ah through screens whlcht when expressed as a pressurt loss,
becomes

_p _-0.5001 (_2)( )or

where Ap is in pascals; n is the number of screens; c is the screen

discharge coefficient, dimensionless and constant at 1.5 for large
values of Reynolds number; _ Is the fractional free projected area

of screen, dimensionless and equal to 0.438 for 20-mesh screens; O is

theflensity in kg/m_ and V is Clte superflclal velocity ahead of the
screen, m/s. Expre_sing the superficial velocity in terms of the

average velocity through the screens, V = ctVave, and using the above

values for the constants_ the pressure loss for one :_crt_enbevames

Ap = 0.1794 p Vact 2

PIIOENICS

PHOENICS is a system of computer c_,des herin g three elements.

'EAI_TH' is the control equation solver which solves the f]uid mechanics

problem specified by means of an appropriate 'SATELI.[TE' and '(;ROL_D-

STATION'. EARTH solves the conservation of mass, momen;um and energy

equations after first expreb_Ing them in finite dom_lillarm. The. EARTH
code is not accessible to the user.

Appendix A is a copy of the SATELLITE code wlth appropriate
inft_rmation for solutlon of the simple filter problem coded into it.

As can be seen by examination of Appendix A, SATELLITE _'ontain._

instructions for how to implement its vurlous features. Further informa-

tion is contained in the PHOENICS instruction manual [*,] . The purpose
of SATELI,]TE is to specify as much of the information about the problem

as is possible in a simple format. It prompts the user to spt.ci[y

information about the coordinate system, problem geometry, dependent

variables to be solved for, density and viscosity, boundary conditions,
initial fields, solution convergence and termination, and vat'i_ibles

to be printed out.

Special information situations not adequately dealt with by SA'rELLITF.
are spucifled by means of FORTRAN statements written Into GROUND. Ap-

pendix B is a copy of the GROUND-STATION code, Including, the appropriate

information for a solution of the simple filter problem initiated in

Appendix A. For the filter, the pressure loss due to the filter material
and the screens, the equation for density, and property information (i.e.
the equation for temperature ns a function of enthalpy and pressure) were
fo_auulntcd in (;ROUND. Again, (;ROUND itself contains information as to
its use, with further inft,rmat ion given in the PNOENICS handbook.

XXX- *,
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FILTER PROBLEM RESULTS

The problem solution obtained by PHOENICS is available in two forms --

tables of values, and plots generated by a special PHOENICS graphics sub-

routine in conjunction with Tektronix Plot I0 computer graphics software.

Table 1 shows the results of the filter problem specified in Appendices

A and B. Fig. 2 illustrates the velocity field and Fig. 3 is a plot of

the pressure field, both drawn by the PHOENICS GRAFFICS program. Fig. 4

is a perspective view of the velocity field shown in Fig. 2. Fig. 5 is

a perspective view of the velocity vectors at constant-z planes located

at _ = 0.05 L, 0.50 L and 0.95 L where L is the length of the filter;

L_0.i5 m. PHOENICS GRAFFICS is capable of generating various views of

the vector and scalar fields of the problem solution.

The inlet mass flow rate per unit area specified in SATELLITE is

high, 21,000 kg/m2-s. Table 1 lists the inlet density as 31.17 kg/m3;
hence, the inlet velocity determined from the solution is about 674 m/s.

The decrease in pressure across the filter is 16.0 MPa, which is well

below the 34.5 MPa value specified as the maximum permlssible pressure
loss.

t
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Figure 2. Velocity Field for Simple Filter_ Inlet
Mass Flow Kate, pV = 21,000 kg/m_-s.

(Drawn by PHOF/_ICS GRAFFICS)

Figure. 3. Pressure Field for Simple Filter; Inlet

Pressure ffi50.5 MPa, (_tlet Pressure = 34.5

MPa, Contour Lines are Lines of Equ._1
Presst_re at Intervals of 0.8 MPa (Drawn

by PHOENICS GRAFFICS).
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l,'igure4. Perspective View of the Velocity Field.

Shown in Fig. 2.(Drawn by PHOF_NICS CRAFFICS).

• I
t
I "

• .I

#°h . II

-.,.,." ; ... ,

r' Figure 5. Perspective View of the Velocity Vectors
,. in the Constant Z Planes l_cated at

Z -- 0.05 L) 0.50 L and 0.95 I, where h

.. is the l_ngth of the Filter. (Drawn by
I'II()ENICS (;RAFFI CS).
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DISCUSSION

The Fi[l:er

Tile result_ shown previously are an Initial _Cep In the _,,lutton

of the actual filter problem. The characterls_ic_ of the solution

appear to have the correct tTends. Before proceeding to the soJutlon

of the real filter, parametric studies should be carried out on the
simple to estab) ish the affect on the solution of such tt_tngs as the
grid spacing and rate of convergence.

The solution of the real filter will require the use of a flne

grid and expressions for the losses associated with such things as

bends in the flow path and sudden expansions, in addition to the type
losses specified in the simple filter. It would be useful if ultimately

the solution generated by PHOENICS could be compared to experimental
results.

PHOENICS

Inital use of PHOENICS is difficult due to the organization of

the instruction manual. Some of the instructions are for a previous

version of the code, and information about specific features is not

consolidated. Once initial work is done with the code so as to give

the user some understanding of the general features of the code and
the location of information in the instruction manual, a more sophis-

ticated ability to use the code should develop relatively rapidly.

Use of the code requires significant knowledge of fluid dynamics

and an understanding of the problem being formulated since this is

what the use is specifying in SATELLITE and GROUND -- a PHOENICS
generated solution can only be as good as the user's ability to specify

the problem. The fact that EART}I is a "black box" can hinder error

tracing. But the wide selection of information that the computer can

be directed to print out concerning intermediate values of variables ..

during solution partially overcomes such problems, Initial work with

the code indicates that it Is quite versitile and has good potential

for use as an analysis tool for the SSME.

A fringe benefit of uslng PHOENICS is that it is challenging and

enjoyable to use.

XXX-I 0
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OF PO01I QUIL,'..ICY
,_ATI_I.,]_I'I'I':

LhATCH

¢$f)TRECT|VE*_SATLIT
f *F_LE NAME: MODSTL.FTN

C *AESTkACT: SATELLITE MODEL MAIN PROGRAM.

*DOCUtIENTAT[ON: PHOENZCS INSTRUCTION MANUAL ($PRING 1983).

¢ oAUXlLIARY SUSROUTI_ES (TAPES, ETC.) ARE IN SATELLITE L|BRARY

L SERVXCEU, WHICH MUST EE INCLUDED IN LINK EDIT TO RUN.

CXXXKXXXXXXXXXXXXXXXXXXXXXXXXXAXXX_XXXXX STANDARO SECTION 1 STARTS:

CHAPTER 1 COMMON BLOCKS Arid USER'S D_TA,

$INCLLInE 9,CMNGUSSZ.FTNIG

SINCLUOE 9,GUSSEQUZ.FTN/G

$INCLUDE _,CMNGRF[C.FTNI_

COHMONICPIlIPN_XToIOUM[_43)

DIMENSION GOTAPE(3),DFAULT(4)
OIrtENSIDN ARRATl(309),ARRAY2(194),ARRAY3(421)

LOI*|CAL ARRAY1,LSPOAoMRToRO*NAML_T

INTEGER APRAY2*XPLANE*YPLANE*ZPLANE

1 INTEGER PI*PP*uI*II2,VI*V2*MI*M2*_|oR2oR$*_P*HI*H2*H3oC1,C_*

.;. _C3,C4
_EAL NORTH,L_

_UIVALENCE (ARRAYI(1)_CARTES)_(ARRAY_(_)oNX)

E_U[VALENCE (ARRAY3(1),SPAREI(1)),(M1,R1),C_,R_)

. _QUIVALENc_ (LSTRUNeZNTGR(12)),(NAHLST_LOGIC(88))
CX_XXXXXX_XXXXX_XXXKXXXXXXAAXXXXXXXXXXX STANDARO SECTIf_N 1 ENr,$,

C_sxXXXXXXxxxxxxsxXxxxxxxxxxxxxxxxxxxxxx USER SECTZON 1 STARTS:

C GRAFFIC ARRAYS CIHENS[ONEO AS NEEDED...

i COHMONIGRAFllPH_I(_O)I_RAF_I PHI_(_I_)
C POROSITY & SPECIAl. DATA ARRAYS _IMENSIONED AS HEEDED...

D|HENSION PE(ls_*_$)oPN(l*5*lS)_PH(1_*l_)*PC(l_5,15)
DIHEt,J$ION LSPDA(1),ISPDA(1),RSPCA(1)

C USER PLACES HIS VARIAbLES_ ARRAYS, EQUIVALENCES EIC. HERE.

bATA NLSP,N|SP,NRSPII,|,_I
'L USER PLACES HIS DATA STATEMENTS _ERE.

L_XXXXXXXXXXXXXXXXXXXXX_XXXXXXXXXXXX_XX USER SECTIUN 1 ENOS.

(.XKXXXXXXNXXXXXXXXXXXXXXXAXXXXXXXXXXXXXX STANDARO SECTIUN _ STARTS;

_HAPTER _ SET CONSTANTSo AND ARRANGF FILE MANIPULATIONS.

C PIE_S[ 00 NOT ALTER, OR RE*SETs ANY OF THE REMAINlhG

C STATEMENTS OF THIS CHAPTER.

DATA CFLL,EAST,H_T,NORTH, SOUTH,HIGH,LO_,VDLUHE!

DATA PlePP*UI_U_*VleV_s_I,H_,R1,R2*RS_E_EPs_loH2,_3,CI_C_,

_£_,C¢11_,_&,5,6,?,_,9,10*11,1_,13,14,15,16,17,18,19,_01
DATA FIXFLU*FIXVALoONLYHS*MALLI1.E'IO*loETO*O.O,'tO.O!

DATA IPLANE*kPLANE*YPLANE*ZPLANE/O*I*_*_t
" DATA _RT*RD_OFAULTI.TRUE.**FALS_.,AHOEFAo&HULT.*_tlDTAd,IH_/

DATA GDTAPEI_HGUS_eqHEI.D,_HTAI
DATA HLDATA*N_DATA*NRDATAISOg*I_ke4211

DATA NLCREG,NTCVRSIAOo]_Ot

CALL TAPES(TO*GDTAPEe$*I*A*NROATA)

_L............................. READ OEFAULT FILE IF _LOC_DATA ABSENT
I_(INTGRI(t9).NE.tO) GO TO

CALL _[T_O(_O_DATA ESTABLISHED IN BLOCK OATA. )

_0 fU

CALL TAPES(IoOFAULT,_,_,AeNROATA)

_, CALL DATAIO(RO*I)

i CALL _leZTAO(6OMOATA TAKEN FROM _EFAULT.DTA ON GROUP A/C)

i: _ CALL _RITAO(AUHFILE MODSTL.FTN l_ THE SATL|T tlSED. )
i

i
h

,, XXX-II
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I

L(J_IC(89) _ .T_UE.
_eew--ee_e_weeo_e_eo_g_oQem_eoee_4eee_w_ee_www_weee_eeee_eo.m_

CHAPT(R _ DEFINE DATA FCR NRUN RUNS,
Ceo_ooueeeaeeeaae*eaee*eu_waaeeeeoaeaeeaaaeaeeeQavaeuaaeeeaa_a_w

CXXXXXXXXXXXXXXXXXXXXXXXXXXXlXXXXXXXXXXX STiflOiRO SECTION 2 ENOS.
cxxJxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx_xxxxx USER SECTION 2 STARTS:
C**- GROUP 41 MULTI-RUNS : RUN(I'-30)C.T.,_9**F.>
C

DO 610 II_1,1
_I0 RUN(II)..TWUE,

' CXXXXXXXX_XXXXXXM_XXXXXXX_XXXXXXXXXXXXXI USER SECTION 2 ENOS,
C_x_d_XXXXXXXXXXXXXXXXXXXXXXXXXXNXXX_XXX STANOARO SECTION 3 STARTS|

O0 10 IRUN81030
IF(.NOT.RUN(IRUN)) GO TO 10

NRUN_NRUN_I
LSTRUN=ZRUN

10 CONTINUE
O0 999 IRUNBI*LSTRUN

ZFC.NOT.RUN(IRUN)) GO TO 999
INTGR(11) _ IRUN

CXXXXXXXXXXXXXXX_XXXXXXXXXXXXX_XXXXXXXXX STANOARO SECTION 3 ENOS.
CXUXXXXX_XXXXXX_XXXXXXXXXXXXXXXXMXXXXXX USER SECTION 3 STARTS:
C--- ALL INTEGER ¥ARXABLES ARE DEFAULTED TO O, ANO REAL VARIABLES
C TO 0.0, UNLESS OTHERWISE ZNOZCRTEO.
C E.G. BT VARIABtE<IO>, OR <10.0> AS APPROPRIATE.
C THE DEFAULT S_TTINGS OF ALL LOGICAL VARIABLES ARE ALWAYS
C INOZCATEO, EDGe VARZAaLE¢.T.>, OR VARZAOLE<.F.>.
C
C-*- RUN1

L .... GROUP 1. FLOg TYPE :
C PARAB<.F.>,CART£S<.T.>,ONEPHS<.T.>

CARTES • .FALSE.

C-*- GROUP _. TRANSI(NCE :
_ STEAOY<.T.>eATIHE,LSTEP<I>,FSTEP<I>
C TLAST_I.EIO>,TFRAC(1-30)<30*I.)
. SERVICE SUBROUTINE FOR "NT* POWER-LAW TIME STEPS:
r CALL GROPWP(O,NToTLAST,POgER)

C*-- GROUP 3. X-OtRECTZO_ :
C NX<I),XULA_T<I.0>,XFRAC(1-30)
C SER¥ICE SUBROUTINE FOR POMER-LAg GRIO:

CALL GRDPWR(1,N_,XULAST_PO_ER)

C--- GROUP 4. Y-DIRECTION :
C r+Y<I)*YVLA_T<I.0>,YFRAC(I-_O)_R|NNER,SNALFA
C SERVICE SUBROUTINE FOR POMER-LAg GRZO_
C CALL GROP_R(2,NY*YVLAST,PONER)

NT : S
CALL GROPk_(2,NY,.OS*I.0)

C*-- GROUP 5. Z-DIRECTION :
C t+Z<I>_ZgLAST<I.C)_ZFRAC(1-_O)
C S_RVIC_ SudROUTINE FOR POWER'LAW GRID:
C CALL GROP_R(_*NZoZMLAST*POgER)

_Z = 15
CALL CROP_(],N],.15,l.0)

C--- GROUP _. HOVING GR_O :
C _IO, IZ_I,IZW_,AZW2,BE_Z,CZW_,P|NT,I_M1T

C--* bROuP ?. ULOCKAGE: dLOCK<.F.>,_PLANE,|PNRIT"
C *SET CONSTAt_T POROSITIES OVER SUB-DOMAINS USING;
C CALL CONFOR(IR*TTPEoVALUE,IXFoXXLe|YFeIYLeI_F,IZL), gHERE:
C I_;RUN SECTION NUMBER, E.G. 1 FOR RUN| SECTION; *TYPE'_ EAST,

XXX-t2
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L _[_t, huR1no 5[)uT., UI_N, LOW & CLLL. "VA[u_'_WMJT£_ P_)@O_|I¥
_ OVL_ RtGIDN IXF,...IIL.
[ *DIMENSION ARRAYS P_(NX,_VoNZ), PN(NX*NY,N_), P_(NX*N¥,NZ),
'. _(NI*NT,NZ) A_OV_.
L *FOR F_LLT'OLOEX_O C_LLS (IF. "VALUE'" O._) b%ER NEE_ SE! _NLY
L THE "(.ELL" POROSITY (TO ZERO), A_ C_LL*PA_ AR_A') AR_ T,EN

I. *F_R 5ATELLIT£ P_]NTOUT OF ALL POROSIT][5 ZN i}OmilNo *IPIANE'_
( xPLANE YPLANE OR IPLANE, FOR DESIRED CRO_S-_CIIHN _|REl TION.
C *PO_ [_CH "TY_E* A mAXIMUm OF 1_ CALLS TO C(/NPOR 15 ALLOHED_

HUT IF REqUIREmENTS EXCEED TM|S PROVISION SET BL_,CA_.T, |
( IPw_if_-1, AND SET PORCSITV ARRAYS EXPLICITLY mEwE AS W_NTF_,

, C IN THIS CASE, TmE USER m u 5 T SET A L L EL_HENTS ,)r
C ARRAYS PE$ PN_ PM, PC (mANY MAY EE 0.0 OR 1.0). ME mAY IJS_;
C CALL CR(PARRAYoVALUE,IXP_INLsXYF_XYL*|ZF_|ZL*HX,t;¥*NZ)
(. ANY NhMUER OF TIM_S_ TO SET *PARRA¥* (_ PE_ ETC.) TO
C "VALUe' OVER RANGE lxP TO IXLe I_F TO IYL_ [_F TO |ZL.
C *CONPOR m U S T N 0 T 8E USEC |N CONJUNCTtuN _TM EXPLICIT
(" SETTINGS OF THE ARRAYS (INCLUOItIG SETTINGS vIA CR).

_LOC_ = .TRUE.
IPW_ZT : -1

t

O0 700 ZY = 1_5
_0 700 IZ = 1,15

' PEKI,I¥*IZ) = 0.6
"_ PN(I*IY,IZ) = O._
'. PM(1_I¥,I/) _ 0,_

?00 PC(1,IY, IZ) = 0.5

, **" GROUP 8.0EPENDENT VARIABLES TO BE SOLVED FOR OR STORED :
L _|_AR(I*_$)<_5**P.)eSTOVAR(I*ZS)<_5*.F.>tCO*ACI(1-4)_6**T.)
t. uSE FOLLOWING NAMEO INTEGERS FOR ARRAY ELEHENTS 1-_0:
C Pl,PP,U1,U2,V1,V_,dl,_2,ml,m2eRS,_E,EP,M_,_2,H_,CI_C_,C_,C_.

$_LVAR(P1) = .TRUE.
_OLvAR(PP) : .TRUE.
$OLVAR(V1) = .TRUE.
SOLVAR(M1) : .TRUE.
SOLVAR(M1) = .TRtJ_.

( .... GROUP 9. VARIABLE LABELS :
TITLE(1-_5)<2MP1/2MPPo2HUI,EHUZ,2HVI,ZHV_EMwl_HWE_2H_I,

C _HR2,2MRSe2MRE*_MEP_HHI,_MH_*ZIIH3,2HCI,2MC2,

L 2HCS,_HEEo2HRX,_HRY*2tlRZ, _*4H*llm>
TITLE(2% = _RM01

C--- GROUP I0 PROPERTIE_:
I. l_ol<l>*IRHO_<l>,RHOl(1.O>oRMO_<l.0>,
C ARMOI<I.0>,_RmOIcl.0>,CRHOI<I.0>
C IEMUl<l),Embl<l.O>eEmULAm<l.E-l_>
( IH_AT,_ISAT,MZSAT,PSATEN<I.O>
u STG'_(l"'ZS)<l.O,Z.O,1.,1.E10, l.,1.E10,l.,1.E10,
( _*1.0,1.31_,l.O*1.E1U, lO*l.0>

I_M01 = "1
_H()I - _O.
IC_UI : 1
LmtlLAM : 95.E'7

( .... ;R_uP 11 INTER-PHASE TRANSFER P_OCESSE5 :
, ;(FIP,CPIPS,[H_OT,LM_UT,CA1;<I._6),CA2I<I.Eb>

. --- GROUP 12 SPECIAL _OURCE$ :
C I_PLSO(1-25)eAGRAV_,AGRAVY,AGRA_Z,ABUOY,_REF

Co-- _ROU o 13 INITIAL FILLOS :
u FIINIT(I-_5)<2S*I.E*IO>

=IINIT(P1) = _.45E?

'!
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f ||NIl(VII - 1,
rllAlr(wl) - 1.
FIXNIT'nl) - 4_NO

L -°" bAOUP 14 90UNOARYIfNT_RNAL CONOVV|ON$ I
C ILOOPl*|L_OP_I,X¢¥¢L_<.F.:'oPBARoREG|ONII*IO)<IO**T.)
C *N,B, ALL 10 REGIONS A_F _EPAULTeO ,TRUE.. TNt USeR 5NOULO
q. _[T A(_|ON(|)m.FAL5_, PO_ UNUSED REGIONS "I',

OU 140 I _ 6,10

f _ *m_mw_m_i_m*m*w_**e Oe_mm**_*._m_m_ _immmwmimo*mQmQ_**

_-*- GROUP 15 ?0 24; REGION5 1 TO 10
f-'- ONLY T_OSI: REGIONS ARE ACTIVE WH|CH ARE SPEG|F|EG 6Y THE
C USERa PREFERABLY BY WAY _)F:-
C CALL PGAC_(IREGN,TYPe,ZXFolXL,XYF,ZYLoXZF,ZZL) $
C CALL COVALt|REGN,VARbLE,COEPF,V_LUE)

C C_NITANT INLET FLOH

CALL PLACE(I_LO_*loNX*I*I*I*I)
CALL COVAL(loHI*FIXFLUo_I.O*_ZN)
CALL COVAL(I*VI*ONL_MS*G.O)
CALL COVAL.(1,_I,ONLYMS,_[N)

C CALL COVAL(1,gE,ONLYM$,.O_)
"_ C tALL COVAL(I*EP*ONLYM$*.02)

CALL COV&L(I*_I*ONLYH$*;SO0.)

;" C CONSTANT OUTLET PRESSURE
CALL PL_CE(_*H|GH_I_NX*I*_N[_NZ)
CALL CCVAL(Z*HI*FIXVAL*3._GE?)

C _ALL FR_CTION, CYLiNDRiCaL _OUNOER¥

:,_ CALL PLACE(_NORTH*I_NX_NToNYol*NZ)
CALL COVAL(_oNIoNALLoO.C)
CALL COVAL(_oKEo_ALL,O._)

C CALL COVAL(_*_P*_ALL_O.O)

G _ALL PRZCT_ON* XNLET HALL
CALL PtAC_4,LO_*I*NX,2,N¥,|,I)
CALL COVAt(4oVl,_ALLoG._)
_ALL COVAL(4,FE_ALL,O.O) ...
_LL COVALI4*EP*_ALL*O.O)

C aALL FR_CTION, EX;T _ALL
CALL FLACE(5_H_GH*I*NX_oNY*NZ*NZ)
;ALL COVAt(5,VI*_ALLoO.C)

I. CALL _OVAL (_,KEoWALLoO._)
C CALL COV_L(S_EP;_ALL*O,Q)
I........_..._.......=.e...==.=..*==----.._Q=..==_==.._=..._..

r, F_;CT|O_ OtJe TO FILTER _ATERIAL
". CALL PLACE(6*VOL*I*NX*t*N¥_t_N[)
C CALL COVAL (6,N1,1.0,0.0)
C CALL COVAL(6,Vt*I.0*O.O)

C--- G_OuP 2_ 6ROUND STATION :
C GRCITA<.F.),NAHLIT¢.F.>
C _NA,LST ACI|VA/E_ N_[L|_T tN GROUNO.

C.... _HQUP _6 _OLuTIoN TYPE _ RELATED PARANETER$ :
C dH_LEF(.F.)*SU_PST<.F.>,DONACC(.F.)

_HOLEP = .fRUE.

C--* GROUP _? _EeP &NO _TERAT|ON NUNBERS t
L F_NEEP<I>,LS_EEP<I)oL_TMYD_la,L_TC<_>_L_TgE<t>oL|TH<t),
C L_TER(l*2_)_9*l,-1,1_*l>

XXX- t 4
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I. IVELP<I),NVELsl_*|VELL<tO_O0>o
_. I_EF<I>,N_E<I>oY_EL¢IQOQD>*
C IEt_TF<I),NENT<I>,IENTL<IO000>*

ICNCF<I>oNCNC<I>oICNCL<10000>o
C [_01F<I)eNRtIOI<I>*XRHD1L<IOOOO>e
C IRH02F<I>,NRMO2<I>,IRNO2L<IO000>
_._ee.eeee.e_eemee_weeeWeeeeOeeeeeeeeeeeeee_eeeeeeeeeeeee_Eewe*

LgW_LP . 100
LITLR(PP) • 20

(.*-* GROUP Z8 TERMINATION CRITERIA Z
t. EN_I1(l*25)<q*l,E'10,O.S*lS*l,E-IO)

C--* GROUP _9 RELAXAXION I
( RLXP<I.>,RLXPXY<I.>tRLWPZ<I.>,RLWRMO<I.>,RLXMbT<I.'o

DTF_L$(3-25)<2]ml. E10)

DTPALS(V1) = ?.E'2
OTFALS(W1) = 2.E-2

_" _TFAL$(KE) = 2.E-3
C DTFALS(EP) • Z.E-3

OTFALS(M1) • 2.E-3

C--- GROUP ]0 LIMITS :
C V_LNAX<I.E10_oVELMIN<-I.EIO>oRHOHAX<I.EtO>,RMOMIN<I.E-IO>*
C 1KEHAX<I.EIO>,TKEMIN<I.E*IO>,EMUMAX<I.EIO>,EMUMIN<I.E'10)*
C EP%HAW<I.EIO>,EPSMIN<I.E-IO>,AMOTMX<I.EIO>,AMOTMN<-I.E10>
C_eoe_ete_eeee g_e_eee_ _e ee_eege_eeeeeeeee_e

C*-- GROUP 31 SLOWING DEVICES : SLORHO<I.>,SLOEMU<I.>

C*-- GROUP 32 PRINT-OUT OF VARIABLES :
C PR[NT(l*25)<.T.e.F.e23**T.>*$UBW_R<.F.>
C
C PRINT VALUES OF RH01
C

PRINT(2) : .TRIJE.
C

C-*- GqDUP 33 MONITOR PRINT*OUT :
C IAIIONK_>,IYKON<I>,IZMON<I>oNPRH_N<I>oNPRMNT<_>

IXMON = 1
IVMON = 2
IZMON : 10
NPRINT = 20

L--- GROUP 34 FIELD PRINT-Ot|T CONTROL :
NPRIhT<I00>rNTPRIh<IUG>,NXPRIN<I>,NVPRIN<I_,NIPRI:.<I>* i

C I:PRF<I>,ISTPRF<I_oILPRL<IOOOO>,I_TPRL<IO000>
C hbMCL_<IO>,rOuTF'I I

FIELDS OF ALL VARIABLES SOL_EO tOR 1P_INT OuT I_ITIAL

C q
KOIJTPI = *1 i

_--- GROUP 35 TABLE CONTROL : I
C 1ABLE$<.F.>ttJTABLE,NTABVR,LINTAb,NPRTA_*NMONe
C ITAfl(I-8),MTABvR(I-8)

GROUP 3b-_8 ARE NOT DOCUMENTED IN THE INSTRUCTION
C HANUAL AND ARE INTENDED FOR MAINTENANCE PURPOSES ONLY
C-'- GROUP 36 DEBUG PRINT-OUT SLAB AtJO TIME*STEP :
C IZPRI_I>elZPRZ(1),ISTPRI<I>eIST;RE<I)

C*-- GROUP _7 DEBUG SWEEP AND SUBROUTINES l
L CEMUo_HAINokIhCEWoKGEOMePINPUTe_SOOAT*_COMPF*K$OR_ F*

XXX-J!)

..'_'_"O"-'__"_-'_'_r_"___._'--_"-'' _ " "_' :: ............ [_ _-'" ........... ; ""''. .... , ........ /

00000008-TSG01



. K_OLVlsK_OLVE,_SOLV_o_GOMPPs_ADJSTo_FLU_s_bH|PTo_DlPo
C XCOMPUoKCOMPVoKCOMPWsKCOMPRo_WALL,KOBRHO<-I>sKDO_XPoKOOMDT
C cOBDEN

C--- GROUP 3R MONITQRoTESToANO FLAG s
C NONITR<.F.)oFLAG<.F.>oTEST<,T.),EPLAG<I>
C ENO GF MA|NTENA_CE'ONLY 5ECTZON

C'-- G_OUP 39 ERgOR AND RESIDUAL PRINT-OUT :
C lERRP<lOOO>,RESREF(lo3-2&)<25*l.)oRESHAP<.F.>,
C RESZO(l*25)<2**F.e23**T,>oKOUTPT

RESMAP u ,TRUE.

Coo- GROUP 40 SPECIAL DATA ; LOG][(1..lO),ZNTGR(1..lD),RE(21..30),
¢ NLSP<I>,NISP<I>,NRSP<I>*SPOATJ<.F.>,LSPOA(1),ISPDA(1)*RSPDA(1)

USE FZRST 10 ELEMENTS OF ARRAYS LOGIC & ZNTGR ANC 215T
C TO _OTH OF _RRAY RE FOR TRANSFERRING S_EGIAL DATA FROM
C SATELLITE 10 GROUNDs RUT XP REQUIRENENIS EXCEED TItlS
C PROVZSION SET SPDATA • .T.. AND DIMENSION ARRAYS LSPOAo
C ZSPOA, RSPDA ABOVE AND IN GROUND AS HEEDED, AND SET MERE
C NLSP* NISPs NRSP TO OIM_NSIDN VALUES,

RE(21) • 777.
•,_(2_) " .1794

Co-" GROUP &2 RESTARTS AND DUMPS $ SAVEM<ePo),RESTRT(.F.),KINPUT
SAVEH s .TRUE.

C°-- GROUP 4} GRAFFIC
C GRAPMS(.P.>,ORTHOG<.T.>,ANTSYN,NPRT(I>_ITZTL<Se_H****>

C--- FOR A GRAFFIC RUNs 01MENSION PHZ1 & PHIZ AS FOLLOWS;
C PHII(NX*NV*NZ*NM)

PMI_((NX _)e(NZtE)i(NMtZBLK))# WHERE
C NH=NO. OF VARIABLES STORED * OENSITY(-IES)
C IBLK_O IF 6LOCK=.FALSE.*_& IF A ]0 RUNs

-3 IF A 2D.YZ RUN.
GRAPHS : .TRUE.

IF(ZRUN.EQ. 1) GO TO 900
C--- RUNE

IF([RUN.E_.Z) GO TO 900
Co-- RUN3

IF(IRUtI.EQ.3) GO TO 900
C--- RuN_

IF(IRUN.EQ.&) GO TO 900

C-°- RUN_
IF(IRUN.EQ.5) GO TO 900

C"'- RUN6
IF(IRUq,E_.6) GO TO 900

Co-- RUN7
IFIIRuN.EQ,?) GO TO 900

L "o- RuNB
IF(IRUN.EQ.8) GO TO 900

C--- RUN9
IP(IRu_I.E_.9) GO TO 900

L--- RUNIO
IF(IRU_.EQolO) GO TO 900

C°'- RUN_I
IF(IRUN.E_.11) GO TO 900

C--" RUNIE
IF(IRUN.EO.1E) GO TO 900

C--- RUNt3
IF(IRUN.EQ.13) GO TO 900

_--- RUN14
IF(IRU'I.EO.I¢) GO TO 900

C--- RU_15
IF(IRu_.E{.15) GO TO 900

XXX-Lh
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( --- (US;Is,
IF(IRUN.6Q.IO) GO ID 900

6--- kuNl/
IF(IRUN.EQ.I/) uO TO 900

E--- RUNlO
IF(IRUN,EO.18] GO TD 900

(--- _UNI_
IF(IRUN.EQ.I9) (_O I0 900

C--- Ruh_O
IF(IRUN.EQ.EO) GO ID 900

t... WUN21
IF(IRON.EQ. EI) _0 TD 900

IF(IRUN.EQ.22) GO TO 900
C--- (ON23

IF(IRUN.EU.23) GD TO 900

IF(IRUN.EO.2_) GD TD 900
C--- Wut4_5

IF(IRUN.EQ.25) GO 10 9D0
r--- RUN26

IF(IRUN.EQ.2b) GO TO 900
C--- HUN_?

IF(IRUN.EQ.2I) GO TO 900

IFtIRUN.EQ.28) GO ID 900
Co-- RbN29

IFIIRUN.EQ.2Q) GO TD 900
C o-- RUN30

IF(IRUN.EQ.30) GO TO 900
9(JO CONII_UE

C--- ALL RIIN_

C_xWXWXXXXWXXXXXXXXXXWXXXXXWXWXXXXXXWXX USER SECTION 3 ENDS.
_xXX_KXXX_(XWXXXWXXXXXxXXXXXXXXXXXXXXWX STANDARD SECTS'iN 4 STARTS:

L wPITE GENERAL DATA ON TO THE GUSIEI.DTA TAPE, ETC...
IF(SPDATA) CALL WRTSPC(LSPOA,NLSP.ISPDAtNISPoPSPDAsNRSP)
IF(BLOCK) CALL WRTPDR(PEsPNtPHtPCo_tNYtN:eIPI ANE)

: OLD PRACTICES RETAINED FOR REFERENCE_
IF(SPOATA) CALL SPCOAT(IRUN)

C IF(BLOCK) CALL POROAT(IRUN)
IF(GRAPHS) CALL SORI(IRUN)
IF(RESTRT} GO TO 90Z

_0 _I INOVAR=I,2S

IF(IFIx(FIINIT(INDVAR)+O.I),NE.I0101) GO TD 901 "
CALL _LDDAT(IRUN)
GO 10 902

,ul CONTINUE
'_U_ r_LL DATAIO(WRT,IO)

IF(MONITR) CALL DATAIO(wRT,-6)
_V CONTIhUE

STOP
ENU

XXX-I }'
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APPENDIX B

GROUND-STATION

$BATCH
rtOI_ECIIV_e*MAIN
C *FILE NAME: _0OGRD.FTN
C *lhCLtJOEO SUBROUTINES; THE MODELS OF MAINe GROUND & STRIDE,
C *DOCUMENTATION; PHOENZCS %NSTRUCTION MANUAL (SPRING 1983).
f_ *SJTELLITE F|LE NAME; MOOSTL.FTN

COMMONI[SHIPTI|II(ST),NFMAX
C S_1 F-ARRAY O|HENSION AS NEEDED, & SET NFMAX ACCOROINGLY.

COMMON F(15000)
NFMAx_lSOOU
CALL MAINI
STOP
END

C$OZRECTIV_**GROb_D
SUUROUT|NE GROUND(IRN, IC_APelSTPelSMPeIZEO,INOVAR)

SINCLUOE 9oCMNGUS$I.FTNIG
SINCLUDE 9,GUSSE_UI.PTN#G
CSINCLUDE 9,NMLI_T.FTN/G
CXXXXXX_EXXXWKXX_X_XE_XXXXXXXXXXXXXWXXXX STANDARD SECTION 1 STARTS:

C EANINGOF SUBROUTINE ARGUMENTS:
C IRN:RUN NUHBER; ICHAP=CHAPTER CALLED; ISTPaTIME STEP;
C ISWPSSOLUTION SWEEP; SZEDaZ-SLA6; INDVAR: SEE CNAPTERS BELOM.
C****+USER'INTRODUCEO VARIABLES & ARRAYS$
C TO AVOID CONFLICT MITH VARIABLE NAMES USED IN COMMON, ALL
C VARIABLES INTRODUCE_ BY THE USER SHOULD HAVE NAMES STARTING

wITH "G" IF REAL, *J" IF INTEGER, ANO *G" OR "J" IF LOGICAL.
C THUS GDZ(I?) MIGHT 8E A Z-INtERVAL ARRAY;
C GWI(IT,IX) A 2*O ARRA_ FOR AXIAL VELOCITY; ETC.
C USER-GENERATEO SUBROUTINES SHOULD BE NAMED CORRESPONOINGLY,EG
C SUBROUTINE GVISC(GTEMP,GCNCeGVSC), FOR COMPUTING VISCOSITY
C FROM CONCENTRATION & TEMPERATURE.
C_+_'+GROLNO-TO-_ARTM CONNECTING SUBROUTINES:
L *uSE GET(NA_EoGARRAY,NY,NX) TO PUT VALUES OF VARIABLE NAHEO

"NAME" INTO ARRAY "GARRAY" OIMENSIONEO GARRAY(NY*NX).
C *USE $ET(NAtlE*IXF*|XL,IYF*%YL*GARRAY,NV.NX) TO SET VARIABLE
C "NAHE ° TO bARRAY(IY,IX) OVER THE REGION: IXF-IX_ & IYF-IYL.
C *USE PRNSL[CNAME) TO PRINT VARZA6LE "NAME" OVER X-V PLANE.
C *USE ADD(NA_E,IXF*IXLtlYF*IYLoTYFE*CNeVMoCVAR*VVAR*NY*NX)
C TC ADD SOURCE TO VARIABLE NAHEO "NAME" (SEE CHAPTER S).
C *USE REAOIZ(IZEO) IN CHAPTERS 1, 2, Be [ 9 TO ACCESS Plt...DR
C & VOL,...AHOZ. (SEE FOOTNOTE TO LEGALITY TABLE)
C *USE GETID(_AHE,GARRAY,NDIM) 10 PUT VARIABLE NAMED *NAME" IN
C ONE-D ARRAT "GAERAY" OIMENSIONEO NOIMo THUSI
C tALL GET1D(NAME,GNX,NX) FOR XG,...OXG & DIMENSION GNX(NA);
C CALL GETlb(_AHE,GNY,NY) FOR YG,...RV & DIMENSION GNY(NY);
C CALL GETID(NARE,GNZ,NZ) FOR ZG,..,WGRID & DIMENSION GNZ(NZ).
C**+_*LEGALITY TABLE FOR USE OF EARTH'CONNECTING SUBROUTINESt
C ENT_I_$ IN TABLE GIvE ChaPTERS IN WHICH SUBROUTINES CAN BE
C U_[D FOR VARIABLES IN LEFT-HAND COLUMN, (SUBROUTINE
C SfRlD_ ZS REGARIJEO AS BE:NG 1N CHAPTER _)

I : VA_ZABL+ :: G_T & : SET : ADO : READIZ : GE_IL :
( : :: PRNSL8 : _ | : :

C :P1 ° RZ :: ALL : 6 _ ? : $ : 1,2,8,9: NOHE :
C :PlO - RZ_,::3-?, 10-1_: 3 : NONE : HONE _ NONE :
C :VOL -AH07:: ALL : ] _ NONE : 1,_,Beg: NONE ;
C :bIDP :_ NONE : 10 ; NONE : NONE : NON_ :
C :bIDP :: NONE : 11 : NONE : NONE : NONE :
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.L :MUI,RUIH ;; 5,1J-I_ ; 12 ; NONE : N_NE : NONE ;
C :_XCO(L,H):| NONE : 13 : NONE ; NONE : NONE :
C :CFP :: 5 : 14 : NONE : NONE : NONE ;
C :ROT :: _ : 1S : NONE t NONE : NONE :
C :N_II,HST2:: _ K 15 = 16 ; NONE : NONE : NONE ;
( :XG "WGRI0:; NONE = NONE : NONE = NONE : ALL :

; NOTES ON ABOVE TAELE=
*IN CHAPTERS 1, 2* B, & 9 VARIABLES Pl,,.OM & GEOMETRY

C VOL...AHOZ CAN BE ACCESSED GUT ONLY IN CONJUNCTZON wITH
IJ_F OF REAOIZ, THUS:

t &O 1 IZEO=IoN#
C CALL REAOZZ(IIED)
C 1 CALL GET(*** AS REQUIRE0..)
C *_EOHETRY ACCESSED BY REAOIZ IS THAT AT ZNITIAL TIHE.
L *OlbP & D2OP ONLY ACCESSIBLE IN UNSTEADY FLOWS.
C* UNDSERVICE SUBROUTINES=
C *USE CONTUR(NARE,IPLANEoZLOCoNINI,Zlo|2,J1,J2,GARRAY,NO|R) FOR

LZNE-PRINTER PLOTS OF COkTOURS. *NAME* = UI****C4;
C *IPLANE*= XPLANE, YPLANE* OR ZPLANE; ILOC SETS IXo IYo OR
C IZ LOCATION OF IPLANE; II0 I2, J1, & J? SET FIRST _ LAS1
L CELLS IN HORIZ. & VERT. ON PLOT; GARRAY %S 1-3 WORKING ARRAY
C OF _IHLN_ION NX*NY, NX*NZ, OR NY*NZ DICTATE0 8Y IPLANE; &
C NOIM SETS VALUE OF OINENS[ON OF GARRAY.
C *USE FLO2DA(TZTLE,GARRAYoNY,NX) TO PRINT ANY APRAY O|MENSZONEO
C GARRAY(NYoNX); SET *TITLE* TO REQUIRED NAME ( _ HOLLERITH

CHARACTERS ONLY).
C =USE FLD3OA(TITLEtGARRAY*NX*NYsNZ*IPLANE*ZLOC) TO P_INT ANY

ARRAY DIMENSIONED GARRAY(NX,NY,NZ) IN PLANE SPECIF|EO BY
l "ZPLA';E ° & 'ILOC* AS FOR CONTUR ABOVE; SET *TITLE ° AS FOR
C FLD2DA.
C VARIABLE NAMES FOR USE IN _ROUND:

COMMON/TYPE/CELLoEAST*WEST*NORTH*SOUTH*RIGR, LOW,V_LUMEeWAt. L
COMRONIVAR/P1sPP*UI*U2*VI*V2*WltW2oR1BR2,RS,

&XEoEP*HI,H2*H3,C1,C2,C3,CI,RX,RY,RZ,S1,S2
COMMONIVAROLO/PIO,PPO*UIO,U=O,V10*V2OtwIO,w20,R10,R20,R$O,

CONRON/VARLOW/P1L*PPL*U1L*U2L*VlL*V2L*W1L*N2L, R1L,R2L,RSL,
&#EL*EPL*H1L_2L*H3L*C1L*C2L*C3L*CAL*RXL#RYL,RZL,SIL_S_L

COMMONIVARHIIP1HoPPH*U1H*U2M*VlH*V2HeW1ReW2H.R1H,R2H,RSH,
&#rH*EPH_H1H_H_H*H_H,C1H_C2H_C3H,C_H,R_H,RyHIKZH_S1M,S_H

COMRON/GMTRY/VOL*VOLO,AEAST.ANORTH.AHIGH.AEOX.ANOV.AHO_
COHHON/PROPIDI*O2,O|UP*O_P*MUI_MU1LAM*EXCO,CFP,MUT,HSTI,HST2
C(]MHONIPRPOLOIO10,D_O
COMHONtPRPLOW/D1L,O2L,EXCOL *"
C_HHONIPRPHIIOIH,O_H,MU1H,EXCOH
CUHNONtVARNXlxG,XU,U_U,OXG
COMHONIVARNV/VG,YV,DYV,OYG,R, RV
LOMMONIVARNZIZGoZWI,OZW,OZG,WGRIO t
COflMONIGOMSCIIXPLANE,YPLANE_ZPLANE_|TNO I

LOMMONIGOMSCLILSLAB,MSLAB_HSLAB_LAMMU p

DIHENSION GVI(_,I)*GWI(S*I)/GOl(_*I) l{'IMEN_ION GPI(5,I),G_I(5,1),GTI(5,1)
¢FAL NORTH*LOW

IhTEGER PIoPP*bl*U2*Vt*V_*WIew2*RI*R2*R$* I
&EPo_I,H2,H3,C1,C?oC3,C4*RX,RY,R;,S1,S2

INTEGER P10,PPOoU10,U_O,V10, V?O_MIO,d20,RIO,R2U,_50, I
_tPO,HIO,H20,H]O*C10,C_O,C30#CAO,RXO,RYO,RZO,SlO,S_O

INT_R P1L*PPL*U1L_U2LeV1L*V_LeM1L*W2L_IL,R21.,RSL,
&EPL*H1L,H2L,M3L,C1L*C2L*C3L*CAL*RXL*RYL,RZL,S1L,S_L

IIATEGER P1H*PPH*u1H*U2R*V1H*V2RoW1H,W2R,RI_,R2H,RSH,
_EPM*H1H_H2HoH]H,C1H,C2H_C_M,C&H,RXH,RYH_RZR_S1Ht$2R

INTEGER VOL*VOLO*AEAST*ANORTMIAH|GR*AEOX,ANOY,AHDZ
INTEGER Dl*D1DP*DZoD2OPoEACO*GFPeHSTl,NST_
INTEGER 010*O_O,D1L,O2L,EXCOL,O1R,O2H,EKCOM
_NTEGER XG*XU*OXU*OXG,VG*¥V,OYV, DYG,R,RV, ZG, ZWI,0ZW,

XXX-I'*
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_,Z6,wGRID
INTEGER XPLA_t,¥PLANE,ZPLANE
LOGICAL LSLAB,HSLAB,HSLAE,LAMHU, LSPDA
EQUIVALENCE (MI,RI),(M2,R2)

C SATL|T'EOUZVALENT ZRUN:
EOUZVALENCE (ZRUNmINTGR(11))

CXXXXdWXXXXXXXKXXWWWXXXNXXXXWXXXXXNXX_X STANDARD SECTION 1 ENDS.
CXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX USER SECT;ON 1 STARTS:
C ARRAYS ( DIMENSIONED hY,NX ) FOR USE N|TN *ADD':

DIMENSION CVARCS*I)*VVAR(S*I),CM(S,1),VM(S,1),ZERO(S,1)
C SPECIAL-DATA ARRAYS DIMENSIONED & DIMENSION VALUES SET HERE:

DIMENSION LSPDA(1)oISPDA(1),RSPOA(1)
C USER PLACES HiS VARIABLES, ARRAYS, EQUIVALENCES ETC. MERE.

DATA NLSP,r_ZSPeNRSPII,I,|I
DATA CVARI_*O*IeVVA_tS*O*I*CHIS*O.IsVN/5*O. toZEROlS*O.I

C USER PLACES HZS DATA STATEMENTS HERE.
CXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX USER SECTION 1 ENDS.
CXXXXXXXXXXXXXXXxXXXXWXXXXXXXXXXXXXXXXNX STANDARD SECTION 2 STARTS:
C PLEASE DO NOT ALTER, DR RE-SET, ANY OF THE REMAIN|NG !
C STATEMENTS OF THIS SECTION.

IF(SPDATA)
&CALL ROSPC(IRN*INTGR(12)-LSPDA*NLSP#ISPDA*NZSP,RSPDA,NRSP)

CALL GRDUTY(IRN*ICHAP*IZED*INDVAR)
ZF(_CHAP.EQ.-S) GO TO 10
ZF(ZCHAP*LE.O.OR.ICHAP.GT.16) RETURN

GD TO C100,200*300*400, SO0*60D*TDO*800*900,10OO,1100,12DO,
&13OO*1_OO,;SOO, 1600),ZCHAP

RETURN

CXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXWXXXXXX STANDARD SECTION 2 ENDS. "i
CXXYXXXXXXXXXXXXKXXXXXXXXXXXXXXXXXXXXXXX USER SECTION 2 STARTS: IC

C CHAPTER O: MODIFY SATLIT DATA, AT START OF EACH IRN. 1

10 CONTINUE iC IF(.NOT.NAHLST) RETURN

C IF(XRN.EQ.NRUN) DATFILR.FALSE.
C''* READ SATLIT DATA NAMELIST HERE

1

C CALL WRIT40(4OHENTER NARELIST DATA FOR GROUPS 1 TO 24 ) !
C READ(2O,Gl&24)

CALL WRITA,)(4OHENTER NAHELIST DATA FOR GROUPS 25 TO k2 )
C READCZO,G25G42)

RETURN "'

C CHAPTER 1; CALLED AT THE START OF EACH TIME STEP.
C SET "OT* _RE WHEN TLAST SET NEGAT|VE ZN BLOCK DATA.
C °ATINE �&r° GIVES THE END TIME OF THE CURRENT TIME STEP.
C NOT ACCESSLO [F STEADY.OR PARABDLZC.

100 CONTINUE
RETURN

C CHAPTER 2: CALLED AT THE START OF EACH SWEEP.

200 CONTINUE
RETURN

C CHAPTER 3: CALLED AT THE START OF EACH SLAB;
C NOT ACCESSED IF PARABOLIC. BUT *STRIDE* IS.

1/mO CONTINUE
RETURN

C CHAPTER _; CALLED AT TH_ START OF EACH RE'CALCULATION OF
C VARIABLES P1,...C4 AT CURR_NT SLAB. ITNO_ ITERATION "L_HBER.

400 CONTINUE
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RETUR_

C C_APTER 5: GROUND CALLEu kdEN SOURCE TERM [S COMPUTED.
C INOVAR GIVES DEPENOENT VARZAELE [N QUESTION XE. U1o.0.C4.
C TO ADD SOURCE TO DEPENOENT VARIABLE ClCSAY) FOR'|X*|XF,IXL
C AND IYBIYP,ZYL INSERT STATEMENTS
C |F(INDVAR.EQ.GI)
L _CALL ADO(INOVARoTXF#IXLIIYF#IYLtTYPEoCM*VMoCVARwVVAR*NY*NX)
C NOTES ON "ADD':
C *SOURCEs (CVAR(|Ye[X)IANAXl(O.O,NASFLO))e(VVAR(IY*|X)'PH|)*
C _HERE "PHI" _S IN'CELL VALUE OF VARIABLE IN QUESTION.
C *'MASFLO*a CN(IY*IX)i(VM(IYIZX)'P)*
C WHERE "P° IS T_E IN-CELL PRESSURE,
C *FOR INOVAR: Mlo OR :HI, SOURCE ADDED IS *MASFLO* ONLY,

_XCEPT FOR ONEPHS:.F. & NASFi3 < 0.0 (ZE. OUTFLON) MHEN
C CM(IY,IX) IS MULTIPLIED BY RI*D1 (FOR N1) & R2.O2 (FOR _2).
L *BOTH "CVAR" & "CM" ARE MUTL|PL]EO BY CELL-GEOMETRY QUANTITY
C OICTATED BY SETTING OF "TYPE" (:CELL, EAST AREA,..VOLUME).
C *TYPE*SPECIFIED AREAS ARE CALCULATED AS "F BLOCKAGE ABSENT.
C BUT "VOLUME" _ITH ACCOUNT FOR ITS PRESENCE.
C *FOR ALL SOLVED VARIABLES, INCLUDING M1 ( & N2 WHEN ONEPHS:F)o
C TF "CM'> 0.0 CALL "ADD*; FOR N1 & M2 ALTHOUG_ *CVAR" & "VVAR"
C HAVE NO "[GNIFZCANCE THEY MUST BE ENTEREO AS ARGUMENTS.
C **CVAR'_ *VVAR', "CM" & *VN" MUST BE DIMENSIONED NYsNX,

500 CONTINUE
c
C ADO SZNK TERNS TO REGION OF POROUS HEOZA
C

IF(INDVAR .EQ. VI_ GO TO SO5
IF(INOVAR .EQ. M1) GO TO $05
R_TURN

5|_ CALL GETCVleGVleNY,NX)
CALL GET(MlwGM1,NY,NX)
CALL GET(D1,GDI*NV*NX)
CAY = RE(21)
00 510 IY=I_NY

GV • SQRT(GVI(ZY*I)**2 • GWI(IT,I)**2)
CM(IY,1) • O.
vNCXY, I) • O.
CVAR(IY*I) = CAT * ((GDI(IY,J)*GV)**o8T)
VVARCIY*I) = O.

51_ CONTINUE
CALL AOD(ZNOVAR*I*NX*IBNY*VOLJ_E,CMtVM*CVAReVVAR*NY*NX)
IF(IZED .NE. 15) GO TO S30 "'"
CAY2 = RATE2)
00 _E0 IV = 1,2

GV = SQRT(GVI(IY,1)**2 • GNI(]Y,1)**2)
CVAR(XY,1) • 1.E-10
VVAR(IY,1) = *CAY2 * GDI(ZY,1) * (GV**2) * 1.E10

520 CONTINUE
CALL ADD(XflDVAR*I*NXol*_eM_GH_CM*VM*CVAR_VVAR_NY*_X)
RETURt_

$30 _F(IZEO oNE. I) RETURN
GV • SQRT(GVI(1,1)**_ _ G_1(1,1)*'2)
CVAR(1,1) - 1.E-10
VVAR(1,1) = °CAT2 * GDl(J*l) * (GV**_) * 1.E10

_ALL AOO(INDVAR,I,I,I*|*LD_*CH*VH*CVAR*VVAR*NY*NX)
RETURN
RETURN

C CHAPTER 6t C_'LEO AT THE END OF EACH VAR_AELE'RECALCULAT|ON
CYCLE COMMENCED AT CHAPTER &. _TNO • ITERATION NUMBER.

o00 CONTINUE
RETURN

X_-2]
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C CHAPTER 7t CALLED AT END OF EACH SLAB'MISE CALCULATION.

700 CONTINUE
RETURN

C CHAPTER 8: CALLED AT THE END OP EACH SWEEP;
C NOT ACCESSED IF PARABOLIC.

800 CONTINUE
RETURN

C CHAPTER 9_ CALLED AT THE END OF EACH TIME STEP;
C NOT ACCESSED IF PARABOLIC°

900 CONTINUE !
RETURN

C CHAPTER 10: SET PHASE 1 DENSITY HERE MHEN XRH01=-I IN DATA.
C SET CURRENT-Z "SLAB" DENSITY* Ol, ZF MSLABmoT.,
C EG. IF(HSLAB) CALL SET(DleleNXeleNYsGD|rNYtNX).
C SET NEXT LAR_ER-Z "SLAB" DENSITY, D1H, IF NSLABs.T. & PARAB-F
C EG, IF(HSLAB) CALL SET(D_H#IsNX*I*NYsGD1H*NY*NX)°
C SET O(LNCD1))IOP (ZE. D1DP) FOR UNSTEADY FLOH*
C EG. ZF(NSLAB) CALL SET(D1DP*I*NXoleNY,GD1DPwNY,NX)o

1000 CONTINUE
C
C CALCULATE OENSITY

IF(HSLA8) GO TO 1004
JPI a PIH
JHI = HI_
JD1 I D1H
GO TO 1006

I0_4 JPl = P1
JH1 z H1
JOl = Ol

1000 CALL GET(JPt*GPI*NY*NX)
CALL GET(JHloGHI*NY*NX)
DO 1010 IX = 1,NX
DO 1010 ZY = I*NY
GTI(IY, IX) = ( 15.24k6 - .40292 * GPI(IY#IX)*I.E-6 )

S • ( .O_8112 - 1.?4E-S * 5Pl(IYtIX)*l.E-6) * GHI(I_,IX)
C1010 GDI(ZYoXX) = ((2.AZSE-k)a(GPI(IYmXX)))I((1.$)*(GTI(IY,ZX)))

1010 _DI(IYoIX) • ((2.425E'4) * (GPI(IY,IX)) ) I (((-.508
S •1.1337E'2 * GTI(IY*IX) * Z.0867E*5 * GTI(IY*IX)**2)
S �(5.642E-4- 3.762E*6 * GTI(ZYoIX) * 6.68E-9 *GTI(IY, I4)**_)
S * ¢GP4(|Y,IX) I 6B94.76) • (-2.664E*B 4 Z.O773E-10*G11(IT,IX)
S "3.8933E'13 * GTI(ZY*IX)**2) * (GPI(IY,IX) I 6894.76)**_)
S * (GTI(IY,IX)))

CALL SET(JDI*I*NX*I*NY*G_I*NY*NX)
RETURN

C CN4PTER 11: SET PHASE 2 DENSITY HERE WHEN IW._OZ=*I IN DATA.
C SET URRENT-Z "SLAB" DENSITY* 02* IF M_LABs.T.,
C EG. IF(HSLAB) CALL SET(CIel*NX*leNYeGD_*NY,NX).
C _ET NEXT LARGER-Z *SLAB" DENSITY* DIH* IF MSLAB*.T. & PA_AB=F
C EG. IF(_SI. AB) CELL SET(DIH*I,NX*I*NY*GDZH,N¥,NX).
C SET DCLN(DI))IDP FOR UHSYEl" FLOW,
C EG, IF(HSLAB) CALL SET(CI_.'el*NXel,NY#_OIOP,NYeNX).
_*44I_eI_eI_a_._e_eee_e_I_alaOeIIee_eeeeee_ee_aI44elv_--eeee

1100 CONTINUE
RETURN

C CHAPTER 1_: SET PHASE I VISCOSITY HERE wHEN IENUI=-I IN DATA.



SET CURRENT-Z 'SLAa* VISCOSITY (NU1), KF MSLAu,,T.,
C _G. KF(MSLAB) CALL SET(MUI*I*NX,I*NY*GVZSC*NY*NX).
C _CT NEXT LARGEReZ "SLAB' VKSC. (bUSH), ZF HSLA88.T. | PARAB,F
C EG. IFfHSLAB) CALL SETKHUlfl,laN_,IeNYoGVSCM,NY,_*X).
C
C CHAPTER ALSO AGGESSEO NHEN EHULAMm*I,O |N OATA# SO THAT THE
¢ LAHXNAR VZSCOS|TY WHICH APPEARS IN HALL FUNCTIONS S rN TH_
C _L'EP TURBULENCE HOOEL (|ENUls_) HAY 6E SET NON-CONSTANT.
C SET CURRENT'Z "SLAB* VALUE (HUtLAH) _HEN LAHHUB.T.o
C EG. IF(LAMNU) GALL SET(MU1LAR*IsNXtl,NY,GVSGL,NY,NX).
_eeetu_e_eeeeu_ee_eeee_ee_neeeeaee_neeeeee_e_aee_e_eeeeeeee_ee

' 1200 CONT|NUE
RETURN

C CHAPTER 1)Z SET EXCHANGE COEFFICIENT (E.G.) FOR VARZABLE
C INDVAR _HEN S|GHA(INOVAR)8-1.O ZN OATA.
C SET CURRENT'Z 'SLAB" E.C. (ERGO) ZF NSLAE-.T.,
C EG. IF(NSLAB) CALL SET(eXGGolsNX,1,NY,GEXCO,flY,NX).
C SET NEXT SMALLER'Z "SLAB" E.Co (EXCOL) ZF LSLABe. T.,
C EG. |F(LSLAB) CALL SET(EXCOL,I,NX_I,NY,GEXGOL,NY,NX).
C SET NEXT LARGER*Z "SLAB" E.G. (EXCON) ZF HSL_Ba.T.,
C EG. [F(HSLAB) GALL SET(EXGOH,I,NX,I#NY,GEXGOHoNY,NX).
C NOTE: FOR HSLAB* ZNOVARsUlo..CA; FOR LSLABo ZNOVARsU|L,.,C6L
C & FOR HSLAB* ZNDVARaU1Ho.,CAH. |F P_dAE_.T. SET HSLAB ONLY.

1300 CONTINUE
RETURN

CHAPTER 14: SET INTER-PHASE FRZCTZON COEFFZCZENT (CFP) HERE
C WHEN ICFZP = -I |N DATA; ITS UNITS • FORCE / (CELL * RELATZVE
C SPEED OF PHASES).

1400 CONTINUE
RETURN

C CHAPTER 1S: SET |NTER_PHASE MASS-TRANSFER RATE PER CELL (HOT)
C HERE WHEN ZHOOT : -1 IN DATA.

1500 CONTINUE
RETURN

C CHAPTER 16: SET HERE PHASE 1 _ 2 SATURATZON ENTHALPZES
C ( HST1 & HST2) WHEN _HSAT • -1 IN 0ATA. ,_!

1600 CONTINUE
RETURNt

/ END
CS_ZRECTZVE**STRIDE

SUBROUTINE STR_OE(IZSTEP,ZGOTO,IRN)

C USE THZS SUEROUT_hE TO SPECZFY THE GEOHETR¥
C OF THE FORWARD STEP IN PARABOLZ_ CAL_ULATZONS.
C |ZSTEP KS THE CURRENT FOR_ARO STEP_ _ NZSTP _S TH_ LAST
C FORWARD STEP (FOR PARAB**T. EARTH SETS NZ:I ).

THE COMHON V_R[ABLE "ZML* G_VES THE O_STANCE u# THE
C PREVIOUS STEP PROH THE ORZGIN.

$INCLUDE 9,CHNGUSSI.FTNtG
$_NCLUOE 9,_U$SEQU_.F_NIG
C_XX_X_XXXXXXXXXXXXXXXXXXXXXXXXX_X_XX STANDARD SECT_UN 1 STARTS:

_ATLKT'EQU_VALENT |RUNt
E_U|VALENCE (_RuN,_NTG_(11))

CX_KXXXXXXXXXXXXEXKXXXXXXXRXXXEEXXXXXXXX STANOARD SECTION 1 ENOS.
C_xXXXXxxxxXXX_XXXXXXXXXXXXXXXXXXXXXXXXX USER SECTION 1 STARTS:
C USER PLACES H_S VAR|A_LES_ ARRAYS, EQUIVALENCES ETC. HERE.
C USER PLACES fl|S OAT_ STATEHENTS HERE.

XXX-2



!

CXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX USER SECTSON 1E_O5,
CXXXXXXXXAXXXXXXXXXXXXXXXXXXXXXXXXNXXXXX STANOARO SECTION Z STARTS|

GO TO (l_*_O*$O*40o$Oo60)*|GOTO
CXXXNXXXXXXXXXXXXXXXNXXXXXXXXXXXX_XXXXXX STANOARO SEGTS_N 2 ENDS,
CXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX USER SECT|ON 2 STARTS!

SECTION 1: SET FORWARO STEP SIZE OZ FOR IZSTEP>I WHEN
C ZdLAST ¢ O. IN DATA,
C AT IZSTEP=I EARTH SETS _Z • ABS(ZWOIST(1)tZWLAST)
C*wmmmme_m*_m**_mmw_mm_wmw_mm_mmow_mm_wmwmmmW_m_gww_m_w_mw_w_*m

10 CONTLNUE
C*****USER SETS OZ HERE**.

RETURN

C SECTION 2: SET X-WIDTH (XULAST) OF GR|O FOR |ZSTEP • 1
C WHEN XULAST < O. IN DATA.
C AT |ZSTEP=I EARTH SETS XULAST = ABS(XULAST)

20 CONTINUE
C*****U_ER $E15 XULAST HERE**.

RETURN

C SECTION 3: SET Y*WIOTH (YVLAST) OF GRID FOR IZSTEP ) 1
C WHEN TVL_ST < O IN DATA.
C At IZSTEr=l EARTH SETS YVLAST = ABS(YVLAST)

_0 CONTINUE
C*****USER SETS TVLAST HERE.**

RETURN

C SECTION 4: SET INNER RADIUS (RZNNER) OF GRID FOR ZZSTEP > 1
C HHEN RINNER < O IN DATA.
C AT IZSTEP=l EARTH SETS RZNNER • ABS(RINNER)

40 CONTINUE
C*****USER SETS RINNER HERE..,

RETURN

C SECTION S: SET SLOPE ($NALFA) OF INNER EOGE OF GRXO FOR
C IZSTEP > 1 WHEN SNALFA> 10 & CARTES = ,FALSE,
C AT IZSTEP=I EARTh SETS SNALFA m SHALFA-_ ....

50 CONTINUE
C*****USER SETS SNALFA HERE***

RETURN

C SECTION _: SET MEAN PRESSURE (PEAR) AT NEXT PORdARD STFP
C wHEN PEAR < O. IN DATA.
C FOR UNCO'dF|NED FLOWS WITH |HPRESSEO NON*ZERO
C PRESSURE GRADIENTS SET PEAR HERE; FOR CONFINED
C FLOWS EARTH AUTOMATICALLY COMPUTES PRESSURE REQUIRED,,

60 CONTINUE
C*****tJSER SETS PEAR HERE***

_ETURN
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THEORETICAL INTERPRr,TATION OF THERMAL ARREST DATA FROM
D 1FFERENTL_L TtlERHAL ANALYSIS HEASUREHENTS
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ABSTRACT

A theory has been developed to Interpretate the thermal arrest data

of HgCdTe system from differential thermal analysis measurements. A non-
linear regression program is used to model fit the data. The purpose is

to obtain a set of parameters which will give the information about
average radiation coefficient, latent heat of fussion, and specific heat
of the HgCdTe system at various compositions. The liquidus and solidus at
various compositions can also be obtained. In this model we consider the

heat radiation from the furnace, heat radiation from the system, heat
c_paclty from both the system and the quartz tube and the heat of fusslon

of the system but neglect heat transfer through conduction and convection.

XXXI- iii
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INTRODUCTION

Solid solutlon semlconducting a_loy HgCdTe is a good infrared

detectln_ material. Its material properties such as energy baud gap
depend on alloy composition Such alloys produced under unldlrectlonal
solidification technique shoe compositional segregation in both axial and
radialy directions. The _yste_ has curved solid-liquid interface shape
during solidification. Accurate tnformations about phase diagram, the
specific heat, and latent heat of fussion of the system should help in
understanding the cause of curved solid-liquid interface shape and the
compositlonsl segregations.

A theory has been developed to analyze the thermal arrest data from
dlfferental thermal analysis measurements obtained by S.L. Lehoczky and
Frank Sz_fran. A non-llnear regression program is then used to model fit
the data to obtain a set of parameters which rill give the v_iues of heat
radiation coefficient o£ the system, the specific heat, the latent heat of
fussion, as well as the solidus temperature of the system at various
compositions. The work has not been completed at this stage. In §2 the
_heory will be described. In _3 the detall calculatlons and a set of
estimated parameters will be given. Finally we rill give the discussion
and recommendation.

XXXI-I
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OBJ£CTIVES

The objectives of this study is to obtain the Information of th_
specific heat, the latent heat of fussion and the solidus temperatures of

various Hgl.xCdxTe system. The method is to develop a theory to
model fit the thermal arrest data from differental thermal analysis

measurements by using a non-linear regression program.



t

THEORY

The following figure gives a rough set up of the _xperlment.

Sb reference Tr HgCdTe sample _s

Considering radiation heat transfer and neglectln8 heat transfer by
conducting and convecting. The heat balance at the outer wall of the
sample ampule yields.

It 4 R__'BTf s _t dis _t dTa _t_MsCsd'_ + MqCq dt
d_ BT4dt + dt + H t (1)

o o o o t o

where
o L

B = 2_rTs_s I A _ _" 2_Ys_s°

--Ca+--_- ( If-I)A
with

Ys = radius of sample
ks = length of sample
o = Stefan-Boltzmann constant

Cs, cf = emissivities of sample and furnace
As, Af - radiating surface areas of the sample and the furnace
respect Ively

bls, Mq = masses of sample and quartz tube
Cs, Cq = specific heat of sample and quartz tube
to, t = beginning and ending times
Tf, Ts = temperature of furnace, sample
H= latent heat of fusslon of sample

dM_ = time rate of change of the mass of sample in the melt.
dt

The heat balance at the outer wall of the Sb reference ampule
ylelds. t

t dT (2_

f t _ ft_ _ / dTrdt_f MqCqd_ dt
CT_ dt = CT dt + MrCr dt

t t
0 0 0 0

where _ o ... 2_Yr_r _
C - 2_7r_r -I A 1

+ r l)

with

Yr, _r = radius and length of Sb reference
_r, _[ = emissivities of reference and _urnace
Ar, Af = radiating surface areas of the Sb reference and the furnace
Mr_ Mq = masses of reference, quartz tube

Cr, Cq = specific heat of reference, quartz tube

XXXI-3
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Divldlng eq (I) by B, eq (2) by C, then flnd _e Cdlffedvnce, we have

0 - (T 4 - T ) dt + B d'_--
o s to

+ M C dT _ dM_

i MrCr q q r H ('3)" C d_--- dt + Jt B dt dt
o o

Let Ts = Tr - f(T r)
where f(T r) is the differen_al temperature between _he sample and the
reference then we have

dT df (Tr)dTs r (4_
d-Y- " dt dt

and using the approximation

T4 _ T4 = ITr _ f(T) J4 _ T4 u -4T3rf(Tr) (5)s r r

substitute eq (4) .nd eq (5) into eq (3) we get

3r _: M C M C dT df_Tr)0 = -41t f(Tr)T dt + s s + q q ( r
B dt _ ) dt

o o
t

ft MrCr + M C dTr .[ H dM_
.... C q q _ dt + B dt dt _6)

A
O o

After rearrangtn_g terms, we have t

C + M C _ df(T r) [ [MsCs + MqCq M C +M C _]dT

Ms s q q dt - r r q q r
B dt B C _ dt

o o

H dMt

+ -'_ d_ dt - 4 f(Tr)T dt (7)

o o

Assume at t = t o Tr - TO solidus temperature

dT t " t Tr " t r
r reference and furnace heating up rate

Let _-_--- R

d d dTr d

then cl-t= dTr d_ = R dT----r

dt I

dt = _--dT r " _ dTr
r

substitute the above into eq (7), after dividing the equation by

(HsCs + HqCq)/a and carry out integrations. We get

XXXl-4 _
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t_

B( c r �MqCq1]f(Tr) - f(T o) + ..... (To-Tr_
L ((Ms( s + MqCq)

+ (s)
MaCs MqCq L

Tr

4B f f (Tr, T:dTr
- _(MSC a _ MqCq "' .

0

Here We have assumed that it is temperature dependent. Noting that
M (To) = 0 and vriting M (T) = NaN (T) that is from here on M (T)
would represent the percentage of the melt and let

B(MrC r + MqCq) HHs

P = CtM;C s +MqCq) - I , F " "HsCs + MqCq

4B T = T

We can rewrite eq (8) as
'f(T) - f(T o) - P(T-T o) �FM_(T) - K f(T) T3dT (I0)

O
Let

g(T) - f(To) _ p(T_To ) + F M_(T) (11)

A = _T f(T)T3dT (12)
O

then we have

f(T) ffig(T) - KA (13)

We may approximate A as following

T

A = ;T _(T)T3dT
0

= T

T Ig(T_ - KA[T3dT
o

T

" /T 8(T)T3dT _ KJ'_T AT3dT (14)o
O

A "_T g('r)T3d'r- _ (T4"T4)o (15)
0
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To (T) T3d? (I 6)

1 + K (T4 T4o)A

Substitute eq (12) to eq (16) into eq (13) ve have

'_ g(T)T3dTo (17)
f(T) - f(T o) - P(T-To) + _(_) - K .4-4

I + _-(T -To)

_ g(T)T3dT can be calQulated as
O

i g(T)T]dT =_T If(TO) - P(T-_o) + FH_(T)]T3dT
O O

__ PT
" {'(T°)4 (T4-T4) +--'-"9-'°4 (T4-T4o) - _ (TS-To_)

F
+ _m_:3 (18)

where Imt3 Is approximated as
T

lint3 "I" M_(T)T3dTl"
O

. [M_(TL+I)+ M_(T_)j 4 _ T4) (19) ..
= .- (TI+ L

K (T4_T4, (20)Let D " 1 + --_

we have

f(T) = f(To) - P(T-T o) + FM%(T)

If(To) + PTo p _ F 3_ (21)
-K = _4 _ (TS-T) -t._-_mt: /D



CALCIILAT[ON AND ESTIMATION OF PARAHETERS

There are 8 sets of experlmental output of thermal arrest data from
thermal d_fferenttal analysis measvrements each with composition x = 0.1,

O.2, 0.3_ 0.4_ 0.6_ 0.7_ 0.8 and O.9 in the Ilg1_xCdxTe system. A
program "TJ84D2" was developed to convert these output to give the
reference temperatures and differential temperatures. The data _re stored
In da_a file "DATAD2".

Ne have then used the expressions
, 9T-5618u_:,

_S(r) . CISin(._T* ) + C2SIn(_T *!:i) + C31oglo_-_l-_r_C-

+ (:4'r*_
"9

+ D2T _ + D3T + l)4,r .4xL(T) : nIT* "3
with T = (T-670oc)/412oC

which are given by S,Lo Lehoczky ami F, Szofran for the estimation of the
solid composition xs(T) and liquid composition xL(T) at temperature T
to calculate the percentage of melt at various temperature.

The constants Ci and Dt are

I Ci Di
l O. 380857 0.607640

2 O. 086277 O. _77209
3 1 • 200139 O. 696167
4 -0.66231 -0.381683

The percentage o_ melt is given by

xS(T) - C

M£(T) = o
xS(T) _ xLfT)

where Co Is the o_erall composition of the system. The results for the

melt percentage at various temperature are stored in data file "DATAHP"

The tntegratlonir_ H_(T)T3 dT 4 _ T4
"o is approximated by _IN_(TI+I)+M_(_I)IIITI+I If.

The program used to perform this calculation is "MPIHT3" and the results
are stored in data file "DAIHT3".

Before we estimate the parameters

B(MrC r + MqCq) _H s 4B_ ....... 10 F = ..... _ K = and TO

"%  sCs+q q_' " 'c_M + zc Z(HsCs + _ c )

we have to estimate the relevant values el B, C, Mr, Ms. Mq, Cr,

Cs, Cq, H and T.

The outer and Inner diameter of the quartz ampules are lOm_ and 5ms
for both the sample and reference systems. The density of quartz is 2.202

8/cm 3. The mass of lcm long oE the quartz tube _q is

×XX1-7 (_ ,.
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" I" (lo) 2 - (.'s)2"l
"q "{ J x 1 x 2.202 - 10297l

The specific heat of quartz is
C. " 0.25 x 4.185 - 1.0_64 J/gk

The de_sity of reference is 121.75-, 5.558 _/cm 3

The mass of reference (Sb) _r is

" -_-(0.5) 2 x I x 6.658 = 1.307Hr g

The specific heat of reference Cr is

Cr . 3x8.3143 0. 20487 J/gk121.75
A prosram "HAS_CT" _as developed to estimate the density, the mass,

and the specific heat of Hg1_xCdxTe systems at various composl_ion !
x. The results are given in the followin_ table.

Composition x in density mass specific heat

_gt_xCdxTe g/mole g J/gk

O. 1 319.38 1. 5295 • 163833
O. 2 320.56 I • 4873 .168485
O. 3 301.74 1.445 • 17341
0.4 292.92 1.6028 .17853

O. 6 275.28 1. 3183 .19008
O. 7 255.46 1. 2761 .19637
O. 8 257.64 I. 2338 • 20309
O. 9 248.82 1. 1916 • 210293

Furnace and re_erence heating up rate

: 5.67 x Jlcm2 K4 sec
c ': 0.6
B = C = 2_y_,rrl

= 2_x 0.1 x 1 x 0.6 x 5.67 x 10-12
1.069 x I0"11 .I/K4 sec

The four parameters for sample I are estimated to be

B(MrC_ + _qCq)P ............ l

C(blsCs + _qCq)

: 1.30,q7x 0.20487 + 1.297 x |.0465___- l
L._29 x 0.16_0 • 1.297 x 1.046_

-- O.12954

S
F--

He +MC
ss qq

H x 1.5295

1.5295 x 0.10/,0+ 1.297 x l._h%

XXXI-8
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The eotlma_ed valu_ of H and F for varlnu_ eompos-_tio,arc

Composi t ton !1 F
x in llSl.xCdxTe

0.1 118.103 112.33
0.2 122.476 116.486
O. 3 126. 850 120. 646
0.4 131. 223 124. 805

O. 6 139. 970 133. 125
O.7 144. 344 137.284

•O. 8 148.717 1_. 444
0.9 k53.091 145.604

4B

4 x 1.069 x I0-I
I

1 (I/5295 x 0.1640 + 1.297 x 1.0465
3O

_'7.977 x |0-I0

The soludus temperature To at various composition are e_ttmated to
be

Soludus Soludus
Composition Temperature Composition Temperature

x TO x TO

O.1 690 0.6 810
0.2 706 0.7 850 .
O. 3 727 O. 8 904
O. 4 748 0.9 950

The data files "DATAD2*', "DATAMP*', DALMT3" and the appropriate
parameters are then read and/or input into a "NONLINEARREGRESSION t
PROGRAM" which includes "JS_ART" and JNONLI" to do model fitting. Till *
the end of this sum,,er program we have not obtained a good fitting with !
physically reasonable parameters, ]

l

DISCUSSION 1

We feel that the theory is a resonable one. There may be some error
in obtaining the data for mett percentage and the IMT3 inte_ration.
Although so far we have not obtained a good fitting with physically
reasonable parameters; we do obtain many fittings with good structures.
We strongly beleive that with closer to true value initial parameters and
accurate data for "DATAMP" to DAIMT3" we should be able to obtain a good
[ittlng. We have plans to do so.
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The Intelligent Database Machine

by

Kenneth E. Yancey
Professoz of Physics and Computer Science

Lambuth College
Jackson, Tennessee

ABSTRACT

The object of this study is to determine if the database
IDM 500 would better serve the needs of the MSFC data base
management system than the database Oracle. Britton Lee
provided a comparative study of the two and a performance
study of the IDM. Oracle provided consultants. Within the
limitations of the data the conclusions indicate what imple-
mentations would work best on which database. The choice is
left to the database administrator.
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INTRODUCTION AND OBJECTIVE

The Mission Computers group for whom this study was

done is building a data base management system (DBMS) to

support the orbital spacecraft. The DBMS will receive

sensor data from the orbiting spacecraft, catalog the data,

and store the data in an archive for future use by scien-

tists and engineers. Figure 1 is a diagram of the DBMS.
The data will have a 512 bit header that describes the

data and the source. It will be stored in the archive on

optical disks (VAX 3 is host) and the header will be stored

in the database. The database is presently Oracle with VAX

1 as host. See Figure 2 for the header configuration.

At the present time the headers are cataloged in Oracle.
The object of this study is to see if the database IDM 500

made by Britton Lee would better serve the system as a

catalog. One major limitation that now exists in the DBMS

is the inability to catalog incoming sensor data at very high
rates and make the data available to the user in near real

time.
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INTRODUCTION TO THE IDM

The cost of the IDM 500/1 is $69,500 while the cost of
the IDM 500/2 (includes database accelerator} is $99,500.
The software drives for VAX/VMS is $15,000. This includes
the IDM-host interface, the library for Fortran, and the
database administration utilities. Installation is included.

For support the Digital Equipment Corporation does
maintenance on the hardware and the disks. For a $2,400
subscription Brltton Lee provides telephone assistance, new
releases, and instructional classes for two people.

We begin with a survey of some Intelligent Database
Machine (IDM} functions. These are not meant to go in depth.
The transaction facilities guarantee integrity of the data.
The term integrity refers to correctness or validity. To
maintain integrity all UPDATES and INSERTS must be checked
for form and range. Security involves ensuring that users
have a permit to do what they are doing. Integrity involves
ensuring the correctness of what users are doing. The
security features eliminate unauthorized access to informa-
tion. The Data Dictionary helps keep a record of what
information is contained in the database. If one thinks of

the headers stored in the database as a table with 4 columns,
each header is a row. The Data Dictionary keeps a table of
information about the header-table, automatically.

A user need not understand IDM in order to use it. A
high-level query language called the Intelligent Database
Language (IDL) makes it easy to access and update information.
The query language SQL, used on Oracle, may also be used.
More than one user can have access to the same data at the

same time, even during updating. If a sequence of query
language commands are being used to update, then BEGIN and
END delimeters may be used so the sequence will be treated
as one. The update does not appear to a second user until
after the END delimeter.

The transaction log is used in recovery from both a
soft crash like a power failure or a hard crash due to a
magnetic head coming into contact with a disk. The Database
Administration causes the IDM to automatically set check-
points at regular intervals then the recovery begins from
the first readable checkpoint on the log rather than the
beginning of the transaction log.

There are three models of the Britton Lee database.

The IDM 500/0 is for smaller jobs. The IDM/I can handle 4000
users, 16 disk drives, with over 10 gigabytes capacity. IDM
500/2 includes the database accelerator. Britton Lee claims
the accelerator improves overall performance by more than a
factor of two and increases response time to some querries by
more than a factor of ten. The basic IDM modular designs
consists of five PC boards that plug into a central high-
speed bus. Respectively these boards are a disk control
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module, a memory module, a memory timing and control module,

a database processor module, and a host interface module.

This one function per board modular design allows for easier
maintenance.

The IDM 500 models can expand to include eight host

interface boards that support sixty-four host computers,

four disk controllers to support 16 SMD disks of any capacity,
one tape controller with eight tape drives, six megabytes of

IDM memory, and the database accelerator board.

The user can get complete package systems from Britton
Lee. These include the host interface, user software, date

entry facilities, and application programmer facilities. The

IDM is designed for PDP-II users running UNIX and DEC VAX
users running VMS or UNIX operating systems.

Communica JDn between the host and the IDM will be dis-

cussed later in the paper. They communicate over an RS-232

serial interface or an IEEE-488 parallel interface. The

serial interface has programmable baud rates up to 19,200.

The parallel interface has a maximum data rate of 170K bytes

per seccnd. When there is a high rate of transactions between

the IDM and hosts, separate parallel interfaces can be assigned
to each host.

What does the Database Accelerator do for the IDM? It

improves overall system performance and improves response time

of the IDM to some querries by up to a factor of ten. The

Database Accelerator is a very high speed ten MIPS processor

designed especially to do relational database functions. When

a request is made to IDM the accelerator can search a page of

disk memory by the time the page is completely transferred
from disk to IDM memory. Much of the time-consuming work is

done by the accelerator under the direction of the Database
Processor module. The IDM Disk Controller module moves data

between IDM memory and disks. This module works with the

accelerator to process data at the speed it is read on the

disk. When new SMD disks with increased storage capacity be-

come available, they will be accommodated by the IDM. Moni-

toring the system and performing remote diagnostics can be

done through two RS232 ports. The maintenance port can be

used by the Britton Lee Service Department to remotely talk

to the IDM. The IDM power supply can provide DC power to

complete a 'write' in the event of power failure. If the IDM

finds that it can no longer function, it will report which

board should be replaced.

Database consistency means that if two users access the
database with commands that affect the same data, the result

will appear as if only one user had been using the database

at a time. For example, user 1 at terminal 1 might issue two
commands to the database. If, in between these commands, a
record user from terminal 2 issue a command to change th,_

data, the user I says he sees an inconsistency in the database.
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The solution to this problem is for user I to surround
his commands with transactlon-delimeter commands be_ea_
transaction and end transaction. Then the database being
accessed _s locke-_ _t can only be changed by user 1 until
the transaction is ended or aborted.

A database or a 2K-byte block is read-lecked while it
is read. Multiple users can read the same data concurrently.
After those who hold read-locks have completed their trans-

actions, a user can change the data and it is write-locked. _i
The IDM will delay a writer until all readers have finished,
even if new readers begin. The Database Administration can
set a pre-determined waiting time beyond which no new
readers can lock out a writer.

A problem that can arise is deadlock. This occurs when
two users get locked out each waiting for the other. If !
this occurs the IDM aborts one of the transactions.

Recovery requires _he use of the IDM transaction log * i

Transaction here means any query language command or sequence
of query language commands located between delimeters. The
transaction log has a record of the changes that have been
made in the database. It also knows the time the changes
were made and the ID number of the user making the changes.
Periodically the log should be written to another device
such as another disk on the IDM or a tape. This dump empties
the log and puts the record of transactions on the dumr
device.

The datab,_se LOAD command will take the previous data-
base dump and bring the database to what is was when the dump
was made. In the event of a disk crash the logs are LOADED
and then the ROLL FORWARD command brings the database up to
date. This procedure requires that the entire database be
dumped periodically and that the transaction log be dumped
more frequently. These dumps can be made to the database and
the frequency of these dumps depends on how dynamic the data-
base is. Dumps of the database takes the database offline
but tl.e logs can be dumped while the database is in full use.
In summary to restore a database one will LOAD the last data-
base dump, then LOAD and ROLL FORWARD all transaction log
dump_ since the full dump. An ad-hoc system allows the user
to type in query language commands, such as IDL or SQL, and
thereby manipulate the IDM database. In this case the host
interface translates the statemeB_s while looking for errors,
calls the host operating system to send these commands to IDM,
and displays the results.

When a sequence of commands are repeated continually,
pre-[,lanned commands are convenient to use. The simpliest
implementation of a pre-planned command is a subroutine
library containing the commands already translated into the
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IDM interna] form. In this case a query language will be

embedded in a high level programming language. An embedded

query command is one in a program of another language such
as Fortran.

If the query language IDL is embedded in Fortran, then

the host system must have a pre-processor to read the Fortran

program, find the embedded IDL s£at%ments, and send them to

the IDL translator. The translator or parser produces Fortran

calls to run-time subroutines that interface IDM and puts

them in the place of the IDL commands. Then the Fortran pro-

gram is compiled. It is even more effective to have the pre-
processor/IDL translator create stored commands for the IDL
commands. These are discussed next.

The IDM can store sequence of IDL commands within the

IDR. Then when the commands are to be run, the host computer

supplies a code for the commands and the necessary parameters

to IDM. Not only is there less information to be transmitted

but the commands are pre-processed to save time when executed.
Stored commands save IDM execution time and host/IDM trans-
mission time.

In order to embed IDL or SQL in Fortran or some other

host language one must have a pre-processor that locates the d

IDL statements and translates them into the host language. _i

The pre-processor can easily find the IDL commands if each i
line containing one begins with a special symbol such as a

dollar sign, $. This makes it easier to modify the pre-
processor so it will work with other languages such as Pascal

or C. When the IDL commands are found they are then trans-

lated and checked for syntax errors. Each one is then sent

to the IDM as a stored command. The IDM returns a 4-byte
number or code that will cause the stored command to run or

be executed. The IDL commands in the program are replaced
with the code.

This process works when updating, say, the twelfth entry

in the header, but is more complicated when data from the IDM

is placed in variables or parameters defined in the program.

The pre-processor can be obtained from Britton Lee.

Britton Lee has provided the results from some measure-

ments they made on their IDM. One was on the time required

to make simple retrieves depending on the number of users.
An observation is that the rate at which the system does work

(thruput) increases as the number of users increases. For

example, the time for a retrieve with one user was 12.]
seconds and 7.167 seconds with two users. Figure 3 shows the

linear relationship between time for a retrieve and the
number of users.

Another performance test demonstrates the performance o_

the IDM doing retrieves on relations of different sizes. The
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results differod drastically depending upon the access type
use: lenear search or no index, clustered index, and non-
clustered index. The latter two types use a B *-tree but
the non-clustered does not sort the relation and is slower.

The data is graphed in Figures 4 and 5. In all three cases
the IDM works faster when the Databaae Accelerator (DAC) is
used. Figures 3, 4, and 5 were provided by Britton Lee.
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COMPARE ORACLE WITH IDM

Britton Lee has provided a benchmark to compare th_

database Oracle with the Intelligent Database Machine (IDM).

These databases are both relational and operate under VAX/VMS.

The I_M uses a language query called IDL while Oracle uses

SQL. One must hove some question about the tests since the
database runs were made a: two different sites on two differ-

ent computers. The IDM tests were done by Britton Lee on a
VAX 11/750 with 1 MByte of memory while the Oracle tests

were done on a VAX 11/780 with 3 MBytes of memory. Texas
Eastern Transmission Co. did the Oracle tests. Texas Eastern

wrote the queries in SQL for their tests and Britton Lee

hand-translated them into IDL. The queries were:

(I) This is an unqualified retrieve on a single relation.
All columns in the relation were returned. The accelerator

would not help much here.

(2) This is a qualified retrieve on a single relation.

There are two qualifications. One of the columns has a
clustered index. The other has no index.

(3) Unrestricted retrieve on a single relation. It

sorts the returned records on an indexed field producing
700 rows.

(4) Unrestricted retrieve on a single relation. The

records are sorted on a non-indexed field producing 700
rows.

(5) This is a join of two tables, a simple restric-

tion, and a sort command. The query returns 1154 rows. .

(6) This is a three table join, a restriction, and a

sort command. The query returns 637 rows.

(7) This query only returns 8 wide rows. It is a

three table join, two single restrictions, and a sort
command.

(8) This query returns 188 rows. It is a four table

join, two restrictions, and a sort command.

{9) This is a five table retrieve with one restriction.
It returns 1104 rows.

See the comparative results of these nine queries on

the two databases in Figures 6, 7, and 8. These figures were

provided by Britton Lee in documentation sent to the _,uthor.
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In all fairness it should be pointed out again that these

tests were run on databases with different host computers.

The Britton Lee Engi_ering Staff estimates that the through-

put (rate at which system does work) for the Oracle host was
about four times that of the XDM host. And the user memory

of the Oracle host was approximately six times that of the
IDM host.

The results seem to say that for all nine queries the

_DM, with and without the database accelerator, responded
faster than the Oracle. IDM with the database accelerator

ran only slightly faster than the IDM without it except in

query 9. One will probably never have a five table retrieve

on the MSFC system like the one in query nine. With queries

five through nine the Oracle responds significantly slower
than the IDM. All of these but nine involve a join of two
or more tables (relations) with a sort. The MSFC system may

nct use this kind of query in its operations. It depends on

how the database is implemented. In queries three, four, five,

six, and nine the accelerator improved performance of the IDM
500/2 over the IDM 500/1 by several percent. These involve

the return of from 600 to Ii00 rows (tuples). Probably,

the MSFS will not need to return this many rows. It depends

on how large the implementation is.
Oracle and Britton Lee were both asked by phone how many

headers their respective databases could receive and store

per second. Based on experiments run with I00 byte tuples,

Oracle engineers estimate between I0 and 30. Britton Lee did

not respond.
Documentation is an important consideration for a data-

base. A good database with poor documentation is not worth
much. Documentation for both Oracle and the IDM was excellent

from the point of view of the user who wants to get the job

don, _ and doesn't care what the database is doing. Britton Lee,

also, gives a good explanation of what the database is doing

and how it interacts wzth the host computer.
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RECOMMENDATIONS AND CONCLUSION

The benchmark comparison of Oracle and the IDM was
made using the same nine queDies for both databases. The
obvious observation is that the IDM was faster in all cases.
While version 4.0 decumentation for Oracle is not yet
available at MSFC, information about version 4.0 indicates
that it might reduce Oracle's response time by 1/2 to 1/5.
This would make Oracle comparable to the IDM for simple
queries like i, 2, 3, and 4.

Queries five through nine involve more than one table
and the IDM does a lot better than Oracle. There are at
least two cases where this kind of retrieve miqht not be
necessary for the MSFC database. In case 1 there would
only be one big table with 4 to 12 columns and each row
would be for a different source data packet. With only one
table in the database, multiple table retrieves would not be
used. In case 2 each user could have one or more tables with

a row containing information about one packet of source data.
If each table contained information about a particular type
of data, there might not be any need to retrieve information
from more than one table at a time.

If MSFC decides to use the IDM in its DBMS then the

decision of whether or not to get an accelerator arises.
The cost of the database accelerator is $30,000. The graphs
in Figure 4 show that in retrieving a single row (tuple) the
database accelerator (DAC) response is better than the IDM
without it by a factor of two. Actually, as the size of the
table goes up to 10,000 rows, it is faster by more than a
factor of two. If the table or tables in the MSFC system
will be large_ then the database accellerator (DAC) will
improve response time.

In Figures 7 and 8 one observes that the IDM with the i
database accelerator (IDM w/DAC) had a better response time
than the plain IDM for queries 3, 4, 5, 6, and 9. These
queries require that the database return between 248 and
1154 rows. This indicates that users requiring the returns
of a lerge number of rows would benefit by having the data-
base accelerator.

In an attempt to determine how fast the IDM will receive
headers, look at the data for making sample appends. With
the DAC, the IDM can make an append in between 116 and 277
milliseconds. This yields an answer of no better lhan I0
headers per second. The IDM works anywhere from 1.7 to 4.1
times faster with the DAC.
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